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Introduction  

Automated coreference resolution serves the task of extracting anaphoric and 

coreferent expressions in text and linking them together, depending on the entity they 

refer to. Solving this task is an important step for many fields of natural language 

processing, including machine translation, question answering systems, and information 

extraction.  

Many researchers, starting from the middle of XX century and up to the present 

times, have addressed this task (e.g. the works of O. Boguslavskaja and I. Murav’jeva, 

D. Seleznev, A. Kibrik, T. Winograd, E. Charniak, J. Hobbs, R. Mitkov, M. Poesio, et 

al.), and at the time of writing this work some impressive results have been achieved in 

the field. Namely, several key features, allowing to establish the presence or absence of 

a coreference relation between expressions have been extracted, and they have been 

employed in a considerable number of automated systems of various architectures, 

allowing to process texts in a natural language.  

Still, for the most part these achievements have been won only for a small number 

of languages: English, Arabic and Chinese. At the same time, for many other languages, 

including Russian, only a few of these achievements have been realised. This can be 

seen, for example, when comparing the variety of systems present for the competitions 

CoNLL-2012 [10] (English, Arabic and Chinese languages) and  Ru-Eval-2014 [22], or 

mentioned in the overview article [25] (both for Russian language). The presence of 

such a disparity determines the actuality of this work. As the results of the Ru-Eval-

2014 competition have shown, a major part of automated systems oriented at Russian 

language relies only on morphological and syntactical features to resolve coreference 

relations. At the same time, the results of a prominent amount of research (i.al. [13; 18–

20]) leads to the conclusion that using semantic features can improve the quality of such 

systems. This raises the question, to what extent precisely does thesaurus information 

improve the quality of coreference resolution, and in which way it should be used. This 

work is dedicated to filling the gaps in corpus research and NLP research regarding the 

role of thesaurus information in building and resolution of coreference chains, and this 

defines the novelty of this work. 

The goal of the research was to develop a system of automated coreference 

resolution that would use semantic information from open sources to improve the 

quality of analysis. To achieve the stated goal, the following intermediate tasks had to 

be completed: 

1. To analyse the existing theoretical and practical approaches to the analysis of 

anaphora and coreference. 

2. To study the most widely used algorithms and main systems of automated 

coreference resolution. 

3. To study different methods of extracting and presenting semantic information 

from sources.  



4. To get an understanding of representation of different coreference cases in texts, 

and most effective uses of different types of semantic information. 

5. To research the use of measures of semantic similarity as a way to represent 

semantic information for automated analysis. 

6. To create working prototypes of automated systems of coreference resolution and 

evaluate the effect of using semantic information on the quality of their 

performance. 

The following statements are presented for the defence: 

1. Ontological and semantic information are an important factor for successful 

realisation of coreference and resolution of coreferential relations. 

2. Relations between phrases in a coreferential chain may be established, based 

upon thesaurus and encyclopaedic information. Such phrases are present in a 

considerable proportion and can influence the performance of coreference 

resolution systems.  

3. Measures of semantic similarity can be useful for correct automated resolution of 

coreferential relations. 

4. Employing measures of semantic similarity in automated systems of coreference 

resolution helps improve their performance. 

The importance of semantic information for resolution of coreference relations 

once again establishes coreference and theory of reference in general as not simply 

morphological or syntactical, but also as discourse phenomena. In addition to this, the 

classification of coreferential relations, created as a result of this research, and the 

analysis of their distribution depending on the text genre are of interest from the point 

of view of pragmatics. This defines the theoretical importance of the work. The practical 

importance of the work is represented by the improvements in performance, obtained as 

the result of conducted experiments, and the possibility of further using these results for 

the task of coreference resolution.  

When conducting the research, the method of quantitative analysis was used for 

studying the distribution of coreference relations in texts, qualitative analysis was used 

to evaluate the applicability of various measures of semantic similarity to usage in 

automated systems, as well as programming methods for the creation and evaluation of 

the performance of automated coreference resolution systems.  

The intermediate results of the research were presented at several conferences, 

such as Dialog–2017, AINL 2018, AIST 2019, GWC 2019. 

The contents of the work were published as following papers: 

1. Azerkovich I. Employing wikipedia data for coreference resolution in 

Russian / I. Azerkovich // Artificial Intelligence and Natural Language. 

AINL 2017. Communications in Computer and Information Science. – 

Springer, Cham, 2018. – Vol. 789. – P. 107-112. 

2. Azerkovich I. Using semantic relatedness measures in coreference 



resolution for Russian / I. Azerkovich // NSU Vestnik. Series: Linguistics 

and Intercultural Communication. – 2019. – Vol. 17. – № 1. – P. 65-77. 

3. Azerkovich I. Using Semantic Information for Coreference Resolution 

with Neural Networks in Russian / I. Azerkovich // Analysis of Images, Social 

Networks and Texts. AIST 2019. Communications in Computer and 

Information Science / eds. W.M.P. van der Aalst [et al.]. – Cham: Springer 

International Publishing, 2020. – Vol. 1086. – P. 85-93. 

1. Developing the classification of extralinguistic information 

The first problem that needed to be solved when starting the research, was the 

theoretical problem of classifying extralinguistic information. Information that may be 

required to successfully resolve a coreferential relation may be of various nature and 

obtained from various sources. Therefore, it was necessary to determine, what types of 

information can be employed for creating a new nomination, and whether it is possible 

to concentrate on only a few of them. 

To answer this question, the classification of coreferential relations was 

developed,  based on the type of additional information present in the element of a 

coreferential chain compared to its head. This allowed to limit the practical tasks of the 

research only to studying the information types that were the most represented in the 

texts.  

The classification was created based on the materials of the Russian coreference 

corpus  RuCor, collected from the materials for the competition of automated 

coreference resolution systems, conducted for the forum RuEval-2014 [22]. The corpus 

includes 180 texts of different genres: apart from news texts it contains fragments of 

fiction, internet blogs and articles of Russian Wikipedia, which ensures the genre variety. 

In total the corpus texts contain 3638 coreferential chains and 16557 coreferential 

expressions. The final classification is based on differentiating between pragmatic and 

semantic information. Semantic information, in its turn, is divided into contextual and 

ontological, and ontological is further split according to types of ontological relations: 

I. Pragmatic information 

1. Metatextual information 

2. Situational information 

II. Semantic information   

1. Contextual information 

2. Ontological information 

i. Hypo- and hypernymy 

ii. Synonymy  

iii. Metonymy  

iv. Co-hyponymy 

v.  Near-identity and bridging relations 



Next, to evaluate the degree to which every type of information was represented, 

the texts of the corpus were annotated, based on the classification described above. Of 

all coreferential chains in the corpus, those containing expressions with additional 

information (it was decided to refer to them as heteronominative, after Arutyunova [2]), 

constituted 18%. The amount of noun phrases, annotated in such way, constituted 10% 

of the total number of phrases in coreferential chains. It should also be noted, that of the 

chains consisting of two elements, in 30% of cases the second one was heteronominative.  

Of all the types of information, presented in the classification, the most 

widespread ones were synonymy and hyponymy. This allowed to concentrate on these 

relations in the consequent research.  

2. Experiments on integration of ontological information 

For the next step of the research, the following research questions were 

formulated: 

a) To what extent can the data of Russian sources be used for extraction of 

semantic information that would later be integrated in automated coreference 

resolution systems.  

b) In what way can the semantic data of the chosen sources should be represented 

for future use in such systems. 

To answer these questions several experiments were conducted, detailed below. 

2.1. Evaluation of Wikipedia as a source of ontological information  

The first preparational experiment had as its goal to evaluate the adequacy of the 

Russian segment of the Wikipedia, online encyclopaedia, from the point of ontological 

information, present there. The experiment was structured as follows: at first a corpus 

of news texts dedicated to the set list of named entities was collected, then ontological 

information from the corresponding articles of Russian Wikipedia was extracted, to later 

be used to improve the quality of coreference resolution. Next, the architecture of the 

automated coreference resolution system was developed, based on the pairwise 

coreference resolution algorithm, and the performance of two of its iterations was 

compared: with features derived from ontological information integrated in the system, 

and not integrated.  

The set of features, used for analysis, was chosen relying on the seminal work 

[24], as well the article [8], dedicated to the problem of choosing optimal set of features 

for machine learning algorithms. In the system three classes of features were used: text-

based, morphological, and distance-based. Text-based features consisted of comparison 

of heads and modifiers, distance-based – of number of tokens between pair members, 

and morphological – of checking for correspondence of main morphological features of 

pair members. In the second iteration of the model a binary feature, based upon co-



occurrence of pair members in the text of the same Wikipedia article, was added to the 

set.  

As the result of the experiment, the variation of the system including the feature 

based on the information from Wikipedia articles demonstrated better quality of 

coreference resolution than the system without such features (detailed results are 

presented in Table 1. At the same time, the conclusion was reached that the 

representation of ontological information had to be better optimized. The experiments 

devoted to this are described in the next section. 

 

Table 1: Evaluation of system performance 

System variant Precision (P) Recall (R) F-measure 

Base feature set 0.763       0.739 0.727 

Base feature set + Wikipedia 0.777       0.765    0.758 

 

To improve the drawbacks of the system and extend the methods employed for 

the experiment to other classes of referents beyond named entities, the following steps 

were taken: a) to use quantifiable features instead of binary ones to represent ontological 

information; b) to use features that allowed to take into consideration several levels of 

semantic relations; c) to employ alternative information sources besides Wikipedia. 

2.2.  Evaluating the degree of correlation between semantic similarity and 

coreference 

To realise the suggested steps the following stages of experiments were suggested 

and conducted. The results of experiments were expected to solve the following tasks: 

1. Evaluating the possibility of using measures of semantic similarity for 

coreference resolution. 

2. Building a system of automated coreference resolution, using these metrics. 

For solving the first task several measures of semantic similarity were chosen, 

based on different calculation methods: the length of the ontology path, mutual 

information of the two notions and degrees of similarity between corresponding 

Wikipedia articles. The following measures were selected: 

1. Based on the length of the ontology path: 

a. Measure [11] (rada) 

b. Measure [27] (wp) 

c. Measure [15] (lc) 

2. Based on mutual information: 

a. Modification of measure [21], described in the article [23] (res) 

3. Based on textual overlaps: 

a. Modification of measure [16], described in [7] (lesk). 



As an additional source of ontological information besides Wikipedia the 

thesaurus of Russian language RuThes, described in the book [17] was chosen. 

Next for all the chosen measures the correlation coefficients between the 

similarity measure for a pair of mentions and a coreference relation between its 

members were calculated. The Jaccard measure was chosen as the baseline for 

comparison. 

 

Table 2: Correlation coefficients of semantic similarity measures 

 jaccard rada wp lc res lesk 

RuThes 0.34 0.56 0.51 0.59 0.30 n/a 

Wikipedia 0.34 0.05 0.58 0.35 0.23 0.03 

Wikipedia 

(named 

entities) 

0.6 0.7 0.08 0.6 0.2 0.2 

 

From the correlation data of different measures with coreference annotations 

presented above it can be seen that results calculated from the RuThes data were in 

general more representative than those based on Wikipedia data. At the same time, the 

latter proved representative for named entities. The measures, based on the path between 

entities, such as rada, or its normalized modifications, turned out the most 

representative of all evaluated measures. The measure of informational content showed 

to be the least representative for data from both sources.  

2.3. Creating a prototype system based on statistical machine learning 

algorithms 

As the next step, the quality of different coreference resolution algorithms using 

the selected measures was evaluated. The first of the systems considered was created 

based on the model of coreference resolution, described in [14] and [26], which was 

developed using the decision trees algorithms. 

The architecture of the system was built upon a pairwise classification algorithm. 

For training the features, based on distance between the members of the pair and their 

morphological characteristics, were used, and syntactical and simple semantic features, 

such as checks for appositives and proper nouns, were also applied as well. The final 

feature set corresponds to the main 11 features, mentioned in [26]. In addition to those, 

the morphological and distance-based features were implemented. During the second 

stage of the experiment, the measures of semantic similarity for pairs of anaphor and 

potential antecedents were added to the set.  

The evaluation of system performance was conducted with the use of MUC [1] 

and B3 [6] metrics, evaluation results are presented in Table 3 below. 

 



Table 3: Quality metrics for variations of system I 

 MUC B3 

Precision Recall F-measure Precision  Recall F-measure 

Variant 1 72.76 59.49 65.46 71.01 44.50 54.71 

Variant 2 

(Wikipedia) 

70.28 59.71 64.56 66.50 44.63 53.41 

Variant 2  

(RuThes) 

72.72 59.43 65.41 71.15 44.44 54.71 

Variant 2  73.57 60.01 66.10 71.77 44.93 55.26 

 

These results show that, while using features derived from Wikipedia information 

helps to improve the recall, using features based on RuThes data helps to improve the 

precision of coreference resolution. Thus, combining features from the two sources 

allows to maximize the increase in performance of the system. In this way the usefulness 

of Wikipedia data despite its generally low correlation factor can be proven.  

2.4. Creating a prototype system based on a neural network 

During the last stage of the experiments, a system employing a neural network-

based model for coreference resolution was tested. Using neural networks has become 

increasingly popular for many tasks in natural language processing, with neural 

networks being used for machine translation, speech recognition and generation, etc. 

Attempts to use these methods for coreference resolution have also been made, e.g. in 

[9; 12].  

The model used in the research was based on a feed-forward network that 

consisted of two consecutive parts: the mention encoder and the ranker model. The 

mention encoding implies transformation of the input pair of an anaphor and its potential 

antecedent into a matrix representation, which is transferred to the second module. The 

ranker model is an additional layer of the neural network that activates after the mention 

encoding step and accepts as input the matrix representations, generated by previous 

layers. 

As the input vector features morphological and textual features of mentions and 

of the pair as a whole were used, as well as embeddings of the two mentions. Same as 

in the previous experiments, variations of the model including and not including 

semantic features were compared to each other.  

The comparison of performance of the model variations is presented in Table 4 

below. On the one hand, the performance in general is considerably better than during 

the previous experiment, but the same tendencies can be observed. Features derived 

from thesaurus information allow to increase the precision of the results, while lowering 

the recall, and features derived from Wikipedia data produce the opposite result. Joint 

usage of information from both sources achieves the highest metrics.  



 

Table 4: Quality metrics for variations of system II 

 MUC B3 

Precision Recall F-measure Precision Recall F-measure 

Model 1 68.3 60.7 64.3 56.8 64.4 60.4 

Model 2  

(RuThes) 69.3 72.9 71.0 57.1 62.4 59.7 

Model 2 

(Wikipedia) 64.1 67.9 66.0 56.6 65.9 60.9 

Model 2 69.3 73.0 71.1 56.8 68.2 62.0 

 

Conduction of the series of experiments described above produced the following 

results: 

• Metrics of semantic similarity correlate with presence of a coreference relation in 

the pair of mentions and, consequently, can be used as additional features for 

automated coreference resolution.   

• Measures of semantic similarity, calculated based on data from different sources, 

can differ for noun phrases of different classes, in particular, common names and 

proper names.  

• Using features, derived from semantic information, increases the quality of 

automated coreference resolution independent from the strategy of resolution 

employed or the exact algorithm realised within the system.  

3. Conclusion 

As the result of conducting the research presented here, the following results were 

obtained: 

• A classification of coreferential relations was created, based on the character of 

information added to derivative nominations: pragmatical or semantical, and, in 

the case of semantical, contextual or ontological. On the one hand, it offers an 

insight into coreference resolution from the semantical and pragmatical point of 

view, and, on the other hand, offers theoretical grounds for using semantically 

oriented features for automated coreference resolution. 

• Based on the developed classification, distributive analysis of coreference 

relations in a corpus of Russian was conducted on the texts of RuCor, and 

conclusions about connection existing between text genre and presence of certain 

coreference relations in it were drawn. 

• A possibility of using semantic similarity measures between notions as features 

for coreference resolution was shown, as their values correlate to presence or 

absence of coreference relations between mentions.  



• Several prototype systems of automated coreference resolution were developed, 

using features based on semantic information. The prototypes differed in 

representations of semantic information used, as well as system architectures and 

algorithms they were built around. Despite this, all researched systems 

demonstrated better performance than their analogues that did not employ 

semantic features.  

As far as further research based on the results of this work is concerned, further 

development and improvement of prototypes of coreference resolution systems 

presented here should be considered. On the one hand, it is expected to be possible to 

optimize the semantic features used in the analysis – both by testing other semantic 

similarity measures and using embeddings-based methods. What is more, alternative 

feature sets and algorithms and paradigms of analysis should be taken into consideration, 

such as cluster-ranking models or graph-based methods., Seeing active developments 

and improvements these methods have brought into other areas of natural language 

processing, further exploring the potential of neural networks for coreference resolution 

is also of interest. 
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