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PhD Dissertation Relevance. Stylometry is a branch of computa-
tional linguistics that studies the quantification of linguistic features in natural
language texts. Stylometry is closely related to the definition of an author’s
individual style and idiolect that are a system of linguistic features used by
the author [1]. Distinctive features of the style in which the text is written
can be formalized, algorithms for their automatic determination can be devel-
oped and used for the tasks of authorship verification, classification of natural
language texts by publication date or genre, as well as for statistical analysis
of the texts features. The search for the stylometric text features is quite la-
borious and requires a significant amount of time for manual processing, so it
needs to be automated.

The choice of stylometric features of the text is the most important
stage of the investigation. Researchers identify about a thousand features at
different levels of analysis: lexical (including levels of characters and words),
syntactic, semantic, structural, and subject-oriented [2; 3]. This indicates the
complexity and versatility of the text, therefore, it is necessary to evaluate
the text units selected for quantitative analysis and their ability to express
the originality of the author’s style.

Today there is no consensus on how to choose the optimal stylometric
features for solving any of the problems of text classification or analysis. Most
state-of-the-art researchers use practically the same set of standard features
that model text at the level of words and characters, and to improve the
quality of solving the task, they pay attention to methods for reducing the
dimension of feature vectors and the selection of classifiers and their param-
eters. In contrast, in classical linguistics, researchers concentrate on complex
linguistic features when analyzing the text style. Therefore, the search and
analysis of new style features is an actual task of computational linguistics.

One of the important aspects of the specifics of the text style is the
rhythm. Rhythm is defined as a regular repetition of similar and commensu-
rable units of speech, that performs structuring, text-forming and expressive
functions [4]. In classical linguistics, the main goal of rhythm analysis is a
deep penetration into the author’s creative method, his/her design, the orig-
inality of individual creativity and skill, therefore, identifying the specifics of
the rhythm of literary texts allows to solve the problem of determining the
individual author’s style more successfully. This method is used in the analy-
sis of poetic texts, while its application to prose fiction is understudied [5]. In
particular, algorithms for rhythm feature searching are difficult to formalize,
and there are no available software tools for their extraction. Therefore, the
development of automated tools for analyzing rhythm in a prose text and their
testing in the text classification and analysis is one of the important tasks of
natural language processing.
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PhD Dissertation Goal is the development and study of a complex
of rhythm features of the text and their comparison with standard stylometric
features in solving problems of text classification by authors and publication
periods.

To achieve this goal, it is necessary to solve the following tasks.

1. Development of algorithms and the software tool for automatic search
for rhythm features in prose texts.

2. Statistical analysis of the dynamics of changes in rhythm features in
prose texts of the XIX–XXI centuries.

3. Classification of literary texts of the XIX–XXI centuries by centuries and
half a century of their publication on the basis of rhythm and standard
stylometric features.

4. Verification of authors of literary texts of the XIX–XXI centuries based
on rhythm and standard stylometric features.

The object of research is prose texts in natural language.
The subject of research is a complex of rhythm features of the

text.
Methodology and research methods. The methodology of the

dissertation research is based on the formulation and formalization of goals
and tasks, the development of text models, methods and algorithms for text
analysis, experimental evaluation using statistical experiments, testing and
analysis of results. To solve the set tasks, the methods of automatic prepro-
cessing of texts, searching for statistical and lexico-grammatical features of
the text were used. The analysis of the dynamics of the rhythm of the texts
was carried out using statistical metrics and methods of their visualization.
The classification of texts was carried out on the basis of machine learning
methods and neural networks.

The following key aspects that have scientific novelty, are submit-
ted for defense.

1. Algorithms have been developed for automatic search and visualization
of lexical and grammatical rhythm features in prose texts for Russian,
English, French, and Spanish.

2. A complex of numerical rhythm features for a prose text has been devel-
oped. Its suitability for carrying out volumetric experiments is demon-
strated on the example of statistical analysis of the dynamics of changes
in rhythm features for prose texts of the XIX–XXI centuries.

4



3. The effectiveness of the use of rhythm features for the classification of
literary texts of the XIX–XXI centuries by centuries and half a century
of their publication is shown. The comparison of rhythm and standard
stylometric features for solving this problem is carried out.

4. It is shown that the rhythm features in terms of the quality of the au-
thorship verification correspond to standard features, and in combina-
tion with them, they increase the effectiveness of verification of authors
of literary texts of the XIX–XXI centuries.

The Practical Value. The results of research on the authorship ver-
ification and the classification of texts by centuries of publication show that a
text model based on rhythm features can be successfully used to solve prob-
lems of classification of literary texts. A software tool based on the proposed
algorithms for searching and visualizing rhythm features, developed under
the guidance of the author of this dissertation, is useful for linguistic experts
to automate their investigations and reduce the time for voluminous routine
work in research.

Approbation of the work. The main results of the work were re-
ported at international scientific conferences:

1. “AIST 2019 — The 8th International Conference on Analysis of Images,
Social Networks and Texts” (Kazan, Russia, 2019);

2. “The 25th Conference of Open Innovations Association FRUCT” (Helsinki,
Finland, 2019);

3. “The 26th Conference of Open Innovations Association FRUCT” (Yaroslavl,
Russia, 2020);

4. “The 27th Conference of Open Innovations Association FRUCT” (Trento,
Italy, 2020);

5. “The 28th Conference of Open Innovations Association FRUCT” (Moscow,
Russia, 2021);

6. “The 29th Conference of Open Innovations Association FRUCT” (Tam-
pere, Finland, 2021).

Personal contribution. The content of the dissertation and the key
aspects for the defense reflect the personal contribution of the author to the
published works. From the works performed in co-authorship, the dissertation
includes results that correspond to the personal participation of the author.

Publications. The main results on the topic of the dissertation are
presented in the following publications.

Second-tier publications
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Content of work
The introduction substantiates the relevance of the research carried

out within the framework of this dissertation, formulates the goal, lists the
work tasks, sets out the scientific novelty and practical significance of the work
presented, provides new scientific results to be defended.

The first chapter is devoted to the survey and analysis of stylomet-
ric features in the text used for authorship attribution, authorship verifica-
tion, authors profiling, style changes detection and classification of texts by
genre and sentiment. Methods for solving these problems are based on the
assumption that it is possible to identify the features of the text that confirm
authorship [6].

Stylometric features can be divided into two categories: simple statis-
tical features, to calculate which the text is considered as a set of characters
or words, and complex linguistic features, whose search requires knowledge of
the language.

Simple statistical (or standard) features include character- and word-
level features. As the analysis of state-of-the-art literature shows, they are the
easiest and fastest to calculate and are used much more often than others [7].

At the character level, the text is presented as a sequence of charac-
ters, whereas the features themselves present the simplest document structure.
N-gram defined as a contiguous sequence of n items from a given sample of
text is a regular characteristic at the character level.

At the word level, the text is often seen as a bag-of-words regardless
of the word order, grammar or context. In such case word frequency, word
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character length, average word length, word n-grams and vocabulary richness
are measured.

Standard stylometric features also include character and word em-
beddings that are based on the simple statistical features described above.

Complex linguistic features include syntactic, rhythm, topical, seman-
tic and other features.

Syntactic features are based on sentence structure. Punctuation mark
frequency, sentence length, average sentence length, and functional word fre-
quency are among the simplest and most common. More complex character-
istics include syntactic tree features.

Text rhythm include lexical and grammatical features, for example,
anaphora, epiphora, or aposiopesis, based on the repetition of words or punc-
tuation marks, and also phonetic features, for example, alliteration and asso-
nance, based on the repetition of sounds.

Topical features are based on extracting keywords and analyzing their
occurrence.

Semantic features are based on the relationship between words: syn-
onymous, associative, etc.

Thus, the number of stylistic features used in computer linguistics is
very large and heterogeneous. However, researchers pay insufficient attention
to systematization of these features, study of their influence on the quality of
solving tasks and justification of feature choice. Most authors experimentally
compare algorithmic approaches like [8]. Much less often, researchers set the
task of studying the influence of various parameters on the quality of text
classification by the author’s style [9]. Almost none of the researchers consider
the reasons why features or feature groups are relevant and efficient.

Comparing studies with the highest quality scores (about 90% and
higher) of algorithms with different feature categories, we can conclude that
these results are most often achieved under one or more of the following con-
ditions:

— a relatively small text corpus (not more than 200–250 texts), and the
texts are quite voluminous in size;

— texts belong to a small number of authors, usually 10 or less;

— a large number of texts of a given author is analyzed, then one of the
best classification results is obtained for this author;

— researchers successfully selected stylistic features according to which the
classifier makes decisions, and the features may differ for texts with
different topics and genres.
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In addition, researchers most often take into account only some fea-
tures of the idiolect or the linguistic specificity of an author’s style, which
consist, as a rule, in reflecting quantitative indicators of rather low-level text
features, such as the number of words, syllables, sentence size, etc. However,
the idiostyle is expressed in features that are rather complicated for the search
and related to the personality of the author. The added complexity is that
“there is no taxonomy or checklist of the elements of individual style, since
anything can be an element of individual style if it is consistently used in such
a way as to contribute to the expression of the personality of the author” [10].

Thus, the implementation of a comprehensive analysis of an author’s
individual style is a rather difficult task. The analysis of author’s language
specificity is only one of its many stages. Automating the search for these
formal features is the first step towards a comprehensive understanding of an
individual author’s style.

The second chapter is devoted to the development of algorithms
for finding rhythm features and their implementation in the application called
ProseRhythmDetector. This software tool is designed to automatically iden-
tify repetitive lexical and grammatical figures and visualize them.

Existing tools turn out to be focused on the analysis of the rhythm
of the text at the phonetic, lexical and/or syntactic levels or on the solution
of a specific problem with practically no analysis of intermediate steps and
linguistic interpretation [11; 12]. The novelty of the ProseRhythmDetector
tool lies in its ability to search and process stylistic figures based on repetition,
as well as to visualize them, providing the opportunity for a linguist to study
both the text rhythm as a whole and its individual aspects.

In this work, the rhythm figures of the text are determined on the basis
of the repetition of words and punctuation marks in a certain configuration, in
a certain position, with a certain number of repeating elements, in accordance
with their definitions in classical linguistics. ProseRhythmDetector finds the
following rhythm figures:

1. Anaphora "— a repetition of sequence of words at the beginning of neigh-
boring sentences. For example, “I wanted a miracle job advertisement.
I wanted someone to come along and say”.

2. Epiphora "— a repetition of the same word or words at the end of neigh-
boring sentences (also called epistrophe). For example, “Frank knew.
And Maxim did not know that he knew”.

3. Symploce "— a repetition of the beginning and the end of two or more
neighboring sentences, combination of anaphora and epiphora. For ex-
ample, “I’m wanting to tell you. I’m waiting to tell you”.
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4. Anadiplosis "— a repetition of the same word at the end of a clause and
at the beginning of the following clause. For example, “It was right to
do it, it was kind to do it, it was benevolent to do it, and he would do
it again”.

5. Epanalepsis "— a repetition of the initial part of a sentence at the end
of the same sentence. For example, “The king is dead, long live the
king”.

6. Polysyndeton "— a repetition of the same conjunction within one sen-
tence (simple and pair conjunctions and conjunctive adverbs can be
repeated). For example, “There were frowzy fields, and cow-houses,
and dunghills, and dustheaps, and ditches”.

7. Diacope "— a repetition of a word or phrase with intervening words
within one sentence. For example, “Help, Charmian, help, Iras”.

8. Epizeuxis "— a repetition of a word or phrase in immediate succession
within one sentence. For example, “Weak! Weak! Weak!”.

9. Chiasmus "— a reversal of grammatical structures in successive phrases
or clauses with the repetition of words. For example, “You forget what
you want to remember, and you remember what you want to for-
get”.

10. Aposiopesis "— a figure of speech in a sentence which is deliberately
broken off and left unfinished. For example, “She resurrected nothing
but the cat . . . but the cat . . . ”.

11. Repeating interrogative sentences "— a repetition of the interrogative
point at the ending of neighboring sentences. For example, “Where’s my
car? Where’s my house?”.

12. Repeating exclamation sentence "— a repetition of the exclamation
point at the ending of neighboring sentences. For example, “Jeepers!
You scared the life out of me!”.

The choice of these figures for analyzing rhythm, especially for their
automated search and quantitative processing, is due to the fact that these
are rhythm figures used in prose texts most often, and they that stand out
as rhythm features at the lexical and grammatical level by most linguists
conducting research in areas of the text rhythmization.

In order to analyze the rhythm of a prose text, a complex of algorithms
was developed that automatically find rhythm figures in the text, namely,
lexical and syntactic ones.
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The input data for all algorithms is a plain text. Each text is presented
as a set of ordered sentences, consisting of words and punctuation marks. In
the process of running the algorithms, sentences are sequentially sorted out,
repetitions of words and punctuation marks are highlighted. Repetitions of
these elements that fit the definitions of rhythm figures are included into the
aspect lists. These lists are returned as output.

The precision of the search algorithms was computed by experts in
classical linguistics manually. Four researchers processed a total of 24 texts
of different authors, randomly selected from the corpus. Each expert worked
16 hours. She manually evaluated precision of search for all rhythm figures.
An exception is the diacopa, because ProseRhythmDetector found several
thousand rhythm aspects for it, so the experts checked only random 10% of
them. The experts concluded that the accuracy of figure search reaches 80-95
% for all rhythm figures.

The ProseRhythmDetector application is implemented in the Python
programming language using the Stanza text processing library. It is available
online: https://github.com/text-processing/prose-rhythm-detector.

Thus, this tool allows to identify rhythm features quickly, accurately,
and completely automatically, even for large texts. This significantly speeds
up the work of an expert-linguist when comparing the author’s style of texts
and allows large-scale experiments to analyze the rhythm of large text corpora,
which would be practically impossible without such automatization.

The third chapter is devoted to the study of how a complex of
rhythm features can be used for automated experiments with the analysis of
the author’s style in prose. The researcher carries out an automatic search
for these features in fiction and a statistical analysis of their appearance in
the XIX–XXI centuries. The rhythm features are compared with the standard
features of the word and character levels. Experiments are carried out with
the tool search algorithms implemented in the ProseRhythmDetector tool.

For rhythm figures, the following numerical stylometric features were
chosen:

— the number of occurrences of a particular figure (anaphora, epiphora,
etc.) divided by the number of sentences in a text;

— the number of all rhythm figures divided by the number of sentences in
a text;

— hapax legomenon—the fraction of unique words among all words that
appear in rhythm figures, in this case, those that are repeated only once;

— the fractions of words of a particular part of speech: noun, verb, adverb,
and adjective—among all words that appear in rhythm figures.
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The choice of these features for analyzing the rhythm, namely, for
their automated search and quantitative processing, is due to the fact that
they stand out at the lexical and grammatical level as rhythmic means by
most linguists conducting research in the field of text rhythmization.

The following characteristics were selected as stylometric characteris-
tics at the character and word levels.

Character-based features:

— the number of letters, both individual and their total number;

— the number of punctuation marks, both individual and their total;

— average length of a sentence in characters.

Word-based features:

— average sentence length in words;

— average word length;

— frequencies of top-40 n-grams for n = 1, 2, 3. For each unigram, bigram,
or trigram we calculate the number of occurrences in a text corpus, then
we choose the most frequent 40 unigrams, bigrams, and trigrams. For
each text we also compute their numbers of occurrences and divide them
by the total number of occurrences of these 120 n-grams in the text.

The choice of these stylometric features at the levels of characters and
words was due to the fact that they are the most indicative in determining
the author’s style during the study of the text.

Stylometric characteristics of three different levels are calculated and
visualized automatically. Experiments with these characteristics were set up
as follows.

— At first, rhythm figures were identified in the texts.

— Stylometric features were calculated for the identified rhythm figures.

— In parallel with the calculation of the rhythm features for the texts, the
stylometric features of the levels of words and characters were calculated.

— Stylometric features of the texts were aggregated by decades, the decades
were compared with each other.

— In the last step, the comparison results were visualized using heatmaps
and graphs.
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Experiments were carried out with text corpora in English, Russian,
French, and Spanish.

Each corpus includes 240 texts by more than 90 famous authors. Each
of the texts is marked by the publication date from 1815 to 2019. Each text
contains up to 425 000 words.

а) б)

Fig. 1 — All rhythm features by decades, Chebyshev distance, for a) Russian,
b) English languages

Heatmaps show large clusters of similar rhythm with texts of 19th
century and the end of 20th–beginning of the 21st century. Besides, we can
see small clusters with 2–3 decades with close rhythm features.

If we compare plots and heat maps for decades, we can conclude that
the Chebyshev distance works well and highlight clusters when the quantity
of the figures is quite large. For the 21st century, when figures appear more
rarely, this measure is not useful.

Thus, the heat maps and the plots reveal the tendencies in the figure
use over decades and centuries, so rhythm figures can be helpful indicators of
style changes.

Quantitative analysis allows to divide the set of rhythm figures into
two groups by their frequencies of occurrence: frequent (diacope, polysyn-
deton) and rare (anaphora, epiphora, anadiplosis). The identified decrease of
the total number of figures corresponds to the first group. The amount of
rare figures does not show such a result. Therefore, we can conclude that the
most common rhythm figures are the most useful for determining the time of
writing a text.
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а) б)

Fig. 2 — Rhythm features by decades: all, diacope, polysyndeton in a) En-
glish, b) Russian languages

Experiments have shown that, although decades can be successfully
clustered by proximity to each other, each of them is unique in terms of the
combination of rhythm and simple stylometric features. This means that the
model based on these features can be successfully used to classify texts by
centuries and decades of creation/publication.

The fourth chapter is devoted to the two research tasks: (1) the
automatic classification of fiction of the XIX–XXI centuries by periods of their
publication using rhythm features and (ii) the comparison of classification
quality of three types of stylometric features: character-based, word-based,
and rhythm-based. Such classification can provide the explanation of changing
and evolving writing styles [13; 14].

The model of the text, that is, the set of its stylometric features, was
taken the same as in the previous chapter: features of the levels of characters,
words and rhythm.

Stylometric features form a text style model that can be used to
classify texts. Texts are classified into three classes according to the date of
their publication: XIX, XX, and XXI centuries.

First, rhythm figures are extracted from natural language texts using
the algorithms from the second chapter. Search precision is 80–95%. Then
the rhythm features are calculated separately for each text.

In parallel features of the levels of characters and words are calculated
for texts. The algorithm finds the most frequent n -grams in the corpus, then
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independently for each text calculates the frequency of occurrence of the top
n -grams and other low-level features.

After calculating the features for each text, the results are combined
into a common matrix. Thus, each text is presented as a vector of numerical
stylometric features.

The vectors of stylometric features are given as inputs to four su-
pervised classifiers: AdaBoost, RandomForest, Bidirectional LSTM, a neural
network GRU. These four algorithms often demonstrate the high quality of
the text classification [15; 16], they were chosen for experiments.

All the algorithms are trained on a half of a text corpora. The text
corpora sizes are not large, that is why classifiers are tested on the significant
fraction of samples. For neural networks training the author applies categorical
cross-entropy as a loss function and Adam as an optimization algorithm.

The results of the test phase of multi-class classification were evalu-
ated with four common measures: accuracy, macro-average precision, recall,
and F-score.

The author experimented with four corpuses of texts in English, Rus-
sian, French, and Spanish languages from Chapter 3.

For all languages neural networks outperform Random Forest and
AdaBoost meta-classifiers. The accuracy and F-measure for meta-classifiers
is less than 80%, while neural networks provide from 82 to 89% in the best
cases.

Tables 1, 2, 3, and 4 present the results of the classification by cen-
turies for individual feature types and their combinations with the best re-
sults. Columns A, P, R, F contain the values of the following quality metrics:
accuracy, precision, recall, and F-measure. “Character” means character-level
features, “Word” — word-level ones, “Rhythm” — rhythm ones, + marks the
combination of two feature types, “All” — the combination of three feature
types. Precision, recall, and F-measure are calculated as the averages for all
authors. Bold marks the lines with best quality and best F-measures.

Table 1
Classification of English-language prose by century

Classifier Feature type Accuracy Precision Recall F-measure
LSTM Character 74.1 75.4 73.5 74.4
LSTM Word 70.7 69.2 69.2 69.2
LSTM Rhythm 70.0 70.5 70.9 70.7
LSTM Word + Rhythm 86.0 85.9 85.7 85.8
LSTM All 89.5 89.8 89.5 89.6
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Table 2
Classification of Russian-language prose by century

Classifier Feature type A P R F
GRU Character 66.1 63.3 65.9 64.6
GRU Word 74.6 74.3 74.3 74.3
GRU Rhythm 68.3 69.1 70.6 69.8
GRU All 88.1 88.1 88.7 88.4

Table 3
Classification of French-language prose by century

Classifier Feature type A P R F
LSTM Character 78.9 75.5 75.2 75.4
LSTM Word 76.3 78.4 74.9 76.6
LSTM Rhythm 65.8 61.2 60.3 60.7
LSTM Character + Rhythm 86.8 86.9 85.6 86.3
LSTM All 84.2 82.6 82.6 82.6

Table 4
Classification of Spanish-language prose by century

Classifier Feature type A P R F
LSTM Character 94.1 91.5 94.2 92.8
LSTM Word 92.6 89.4 93.2 91.3
LSTM Rhythm 92.6 89.7 91.2 90.4
LSTM Character + Rhythm 95.6 90.6 97.3 93.8
LSTM All 95.6 90.6 97.3 93.8

For all languages there are discovered the same tendencies for the
classification by centuries. The more feature types we use, the greater clas-
sification quality we reach. The only exception is the French language where
the combination of character- and rhythm-based features is slightly better
than others. Besides, among single feature types character- and word-based
features perform better than rhythm-based ones. But rhythm-based features
themselves achieve quite good results of the accuracy 65–70%.

Summing up, there are discovered the same tendencies for the classi-
fication by centuries. For Russian and English, the more feature types we use,
the greater classification quality we reach. For French and Spanish, the combi-
nation of character-level and rhythm features gives better results than other
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pairs of feature types. Besides, among single feature types character- and
word-based features perform better than rhythm-based ones. But rhythm-
based features themselves achieve quite good results of the accuracy from 65
to 91% for different languages.

The fith chapter is devoted to the authorship verification of literary
texts. It analyzes rhythm features and popular low-level feature based on the
statistics of text elements. The comparison is carried out on the corpora of
literary texts in English, Russian, French, and Spanish.

The analysis of the state-of-the-art papers shows the lack of com-
parison of different feature types with linguistic ones, especially for artistic
texts [17]. The authors usually rely on standard statistical features based on
words and characters and try to extend them by relatively small number of
syntactic, topical, or other linguistic features. Deep linguistic features remains
under-researched, most probably, because of their complexity in search. Al-
though such features are directly identify the author’s style [4] and can be the
most interpretable ones.

The authors compares three feature types: levels of characters, words
and rhythm, the same as in the previous chapters.

After style features extraction from texts there are the matrix where
rows are texts of particular authors, columns are particular features. Each
author is verified separately using the whole matrix for the author’s language.
His/her texts are labeled as belonging or not belonging to him/her. Then the
binary classification is performed.

Two classifiers are compared: AdaBoost and Bidirectional LSTM.
They have already show their quality in solution of state-of-the-art text classi-
fication tasks, as shown in the previous chapter. The five-fold cross-validation
technique is used to estimate the stability of classifiers. The texts are divided
into five parts, 80% of texts are the training samples, 20% are the test ones.

The author compares literary texts of four languages: English, Rus-
sian, French, and Spanish. The corpora were created manually collecting fa-
mous works of famous authors written in their native language.

In order to make texts equal in size, the author extracted 1–4 frag-
ments with the size about 50 000 characters including spaces from each prose
text. In such a way each author is presented by 40 text fragments. English,
Russian, and French corpora contain texts of 20 famous authors of 19th–21st
centuries, 800 texts per corpora. The Spanish corpus has texts of 8 authors
of 19-th–20th centuries, 320 texts in total.

Comparison of two classifiers discovered that AdaBoost outperforms
the neural network by 10–15% of precision, recall, and F-measure. Most prob-
ably, it happens due to the fact that the training sample has the insufficient
size for better performance of the LSTM network. So the tables in this section
contains classification quality for the AdaBoost algorithm.
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Table 5
Mean measure values of the authorship verification

Language Feature type Precision Recall F-measure
English Character 87.8 80.7 84.1
English Word 85.8 78.2 81.8
English Rhythm 82.0 74.2 77.9
English All 94.7 85.4 89.8
Russian Character 91.2 81.4 86.0
Russian Word 92.0 81.9 86.7
Russian Rhythm 84.7 76.7 80.5
Russian All 96.9 87.4 91.9
French Character 93.7 86.5 90.0
French Word 91.8 80.1 85.6
French Rhythm 83.5 75.9 79.5
French All 97.5 90.0 93.6
Spanish Character 89.9 85.0 87.4
Spanish Word 92.3 87.9 90.1
Spanish Rhythm 88.5 86.3 87.4
Spanish All 94.1 90.0 92.0

Table 5 describes authorship verification quality for all feature types
and their combinations. Rhythm features provide the good classification qual-
ity. It is lower by 3–11% of F-measure in the most cases, but has quite high
values of 78–87%. Besides, the number of rhythm features is several times less
than character- and word-level ones, so the relatively small number of specific
style parameters allow to achieve significant authorship verification quality.
Any combination of feature types improve quality by 2–14%.

Thus, all feature types can provide good verification quality. The spe-
cific linguistic features — rhythm features — achieve in many cases high pre-
cision, recall, and F-measure with small standard deviations. So they are as
useful and stable style markers as standard statistical features: character and
word level ones.

Verification of particular authors shows that the many authors have
the same style in different fragments. They can be successfully separated from
others using only one feature type or the combination of standard and rhythm
features. Nevertheless, texts of several authors are verified with very high
standard deviations, so there are needed other linguistic features to verify
reliably their texts.

The conclusion contains the main results of the work:
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1. Algorithms and the software tool for automatic search and visualization
of lexical and grammatical rhythm features in prose texts for Russian,
English, French, and Spanish have been developed. The tool made it pos-
sible to automate the work of an expert linguist to analyze the rhythm of
the author’s text, as well as to carry out experiments on the automatic
detection of the text rhythm to build a model of the text rhythm.

2. It is shown that rhythm features can be the indicators of the style of
the era based on statistical experiments with large-scale prose texts of
the XIX–XXI centuries.

3. The high effectiveness of the text rhythm model for solving the problem
of classifying literary texts of the XIX–XXI centuries by centuries and
half a century of their publication has been demonstrated. It is shown
that rhythm features in combination with standard features increase the
quality of solving this task.

4. It is shown that rhythm features are independent markers of an indi-
vidual author’s style and are close to standard features in terms of the
quality of the authorship verification, and in combination with them,
they increase the effectiveness of authorship verification.
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