
National Research University Higher School of Economics

as a manuscript

Elizaveta Goncharova

INFORMATIVE DISCOURSE FEATURE
SELECTION FOR ANALYSIS OF TEXTUAL

DATA

PhD Dissertation Summary
for the purpose of obtaining academic degree

Doctor of Philosophy in Computer Science

Moscow-2022



The PhD dissertation was prepared at National Research University Higher School
of Economics

Academic Supervisor: Sergei O. Kuznetsov, Doctor of Science, Professor of
National Research University Higher School of Eco­
nomics

2



DISSERTATION TOPIC

Dissertation relevance. Throughout recent decades, natural language
processing (NLP) tasks have uncovered many sophisticated problems in the ma­
chine learning (ML) domain, leading to the rapid development of NLP techniques.
The object of research in the NLP domain is a spoken or, more commonly, written
text in natural language. In contrast, the research objectives vary depending on
the specific NLP tasks: text classification, text generation, question answering,
summarization, and many others.

Generally, NLP models aim to construct informative latent representa­
tions of the raw textual data. These latent representations should encapsulate
all the relevant linguistic information about a text that is informative for further
downstream tasks such as classification or generation. Conventional NLP tech­
niques have been focused on generating manually constructed linguistic features
for text representation. This feature-based approach is resource-intensive and
time-consuming as it requires extensive expertise from well-qualified specialists.
The manually constructed features are task-specific, making each novel task or
domain require customization of the constructed feature subset. Hence, these al­
gorithms are not flexible with respect to the new tasks. Within the development
of deep learning (DL) techniques, the manually constructed features have been
replaced with the automatically learned representations of the raw texts. These
textual representations can be extracted from the DL models trained on extensive
collections of text data, and they are more general and flexible than the manual
features.

Deep learning models are the typical approach for representation construc­
tion, starting with the simple feed-forward neural networks that allow mapping
words into an informative low-dimensional vector representation [37, 40], followed
by the recurrent neural networks (RNN) [8], and, finally, the transformer-based
models: BERT [12], or series of GPTs [43], etc. Transformer-based models are
pre-trained on the large text corpora to accomplish some general language tasks;
they serve as a powerful and convenient technique for constructing the text rep­
resentation that can be further leveraged for many downstream tasks [44, 36]
without the need for further training.

Despite their great success, scholars have shown [38, 60] that, when fol­
lowing a data-driven paradigm, big pre-trained models can have a low quality
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of linguistic knowledge encoding, degrading the performance of these models for
some NLP problems. Another critical obstacle for most pre-trained models was
outlined in [24, 56, 20], which discuss the inability of the models to process lengthy
text passages. Probing experiments have shown that pre-trained models fail to
capture long-range dependencies between the text spans [51, 50], creating illogical
outputs for long and detail-riddled input sequences. While these drawbacks can
be overcome for some tasks, several use cases are highly dependent on the text’s
linguistic organization and suffer from insufficient vector representation provided
by these models. Several problematic tasks are machine reading comprehension
for lengthy passages, argumentation mining, and fake news detection. In general,
the domain helps determine when the system should observe the complicated
structure of the documents rather than just the words themselves.

In such condition, a central issue in the modern NLP domain is not only
to increase the size of the models and training corpora, but also to create some ap­
proaches models enabling the pre-trained models to leverage relevant information
about the language in order to provide more accurate and consistent solutions to
the performed NLP problems.

This dissertation addresses this issue and considers how we could explicitly
incorporate the discourse structure of a text into transformer-based models with­
out significant modification required for the model’s architecture. We introduce
two novel techniques for incorporating discourse structure into the BERT model.
The former is associated with a discourse-aware MLM task used for pre-training
purposes. The latter is a discourse-aware self-attention mechanism that can pro­
vide additional navigation for the model to solve discourse-enhanced tasks. The
introduced methods for discourse structure incorporation have been implemented
into the BERT model architecture and leveraged to teach this model to encode a
paragraph of text with respect to its discourse structure. Discourse-aware models
were investigated using two NLP tasks: argumentation classification (AC) and ma­
chine reading comprehension (MRC), which can benefit from discourse structure
awareness. The results obtained for these tasks have shown that discourse-aware
models perform better than their standard variations.

Additionally, this research investigates the use of discourse structure to
improve the transformer-based model’s explainability. The pre-trained models
are hardly interpretable and operate as the black boxes, taking the raw texts as
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input and providing the output without explaining how the decision is produced.
The most common approaches that are leveraged to interpret the model’s work are
either attention-based, where the attention weights are used as the scoring compo­
nents defining the importance of the corresponding inputs, or gradient-based [46,
22], where the tokens are analyzed based on their influence on gradient flow chang­
ing. While these techniques can provide rational explanations for the model’s de­
cision, they are still far from the ideal transparency and interpretability of current
representation learning and neural network models. Since the existing approaches
are hard to train, they need some improvement. Here, a mixture of the DL-based
techniques and the explainable machine learning methods will be investigated to
determine if they can improve the model’s explainability and interpretability.

Related work. Aside from internal information derived directly from
the words and the context, much external information could be injected into the
language models to construct more coherent learned representations. External
knowledge incorporation has received wide attention for the studies in [32, 50, 6].
The authors tend to analyze whether they can align automatically constructed
embeddings with the manually constructed linguistic features that the linguists
can initialize as relevant for some specific NLP task.

Extensive research has been done on how additional linguistic information
could be encapsulated into the DL models. Typically, the existing techniques ag­
gregate a pair of DL components, where a classical transformer encoder is used to
calculate the contextual representation of a text, and the linguistic information is
encoded by an additional neural network. For example, it has been proposed that
a syntax-guided self-attention mechanism is added at the top of the BERT encoder
to enrich its outcome with the syntactic organization of the text [59]; SemBERT
[58] allows the BERT to absorb contextual semantics providing improvement of the
model for NER task. Despite syntactic and semantic information, the discourse
organization of a text is also relevant for LMs. Discourse structure provides an
overall logical organization of thoughts expressed by an author [17], i.e., except
for a plain text, the model observes main and dependent clauses and the logical
connection existing between them. This information could be valuable for some
complex NLP tasks that require a model to capture all the hidden dependencies
existing in a text and to pay attention only to the relevant words while solving a
task.

5



Goals and objectives of the dissertation.
The goal of this research is to assess the relevance of discourse features on

the transformer-based models performing a range of NLP tasks where discourse
information is relevant and develop approaches to incorporate discourse structure
into the transformer-based models implicitly.

To achieve this goal, we established the following tasks:
1. Explore the role of discourse analysis for the AC and MRC tasks and

demonstrate the insufficiency of the discourse-free models by experimen­
tal evaluation of the existing benchmarks.

2. Develop the algorithm to label texts with their discourse structure that
the pre-trained transformer-based models can leverage.

3. Introduce a novel approach to incorporate discourse information into
the BERT model to enable it to calculate discourse-aware vector repre­
sentation of a text and check its performance on the AC task.

4. Introduce a novel model for MRC task that ensures discourse-aware
attention mechanism.

5. Design an explainability pipeline to retrieve the rationales from a text,
based on the relevant discourse features.

KEY RESULTS

Scientific novelty. The novelty of the research refers to the following
elements:

1. A novel modified MLM task that enables the pre-trained BERT model
to capture the discourse structure of a text is introduced.

2. The discourse-aware attention mechanism is first designed to enrich the
constructed text representations with discourse information.

3. The explainability pipeline that constructs the grammatically-consis­
tent rationales explaining a model’s decision based on the discourse
features analysis is developed.

Practical value. In summary, this dissertation has made the following
practical contributions.

1. Two novel methods for discourse enrichment of the transformer-based
models are presented; the fine-tuned models can be applied for the
downstream NLP tasks.
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2. A new explainability pipeline is presented that ensures constructing
grammatically-consistent rationales that explain the model’s decision.

3. The disBERT model was applied to filtering users’ reviews in the chat­
bot for the e-commerce domain [34].

4. The source code of the implemented models and the labeled datasets
are available via GitHub1.

Methodology and research methods. The research involved the ap­
plication of Machine learning, including Deep learning methods, knowledge of
probability theory and statistics, discourse analysis, and Formal concept analysis
(FCA). A program code is implemented in Python using the pytorch framework
for the neural networks implementation and transformers library from the Hug­
ging Face, the numpy and sklearn libraries are also used. The experiments satisfy
the principles of reproducibility of the results.

Key aspects to be defended:
1. For the first time the discourse structure is injected into the trans­

former-based model via segmentation embedding layer of the BERT
model.

2. For the first time the discourse-aware self attention mechanism is ap­
plied to inject linguistic knowledge into the model.

3. The algorithm for converting the discourse tree into the dependency
discourse graph that allows to encode only the relevant features is pro­
posed.

4. The novel research has been conducted introducing the local explainabil­
ity pipeline that uses discourse information to provide the interpretable
rationales.

Author’s contribution.
The discursive-aware disBERT model and the modified masked language

modeling task were proposed and implemented by the author of the dissertation.
An algorithm for converting a discursive parse tree into a discursive dependency
graph, taking into account relevant features, is also the result of the author’s
personal work. The BERT model, enriched with the discourse-aware attention
mechanism was introduced by the author of the dissertation in collaboration with
the co-authors Boris Galitsky and Dmitry Ilvovsky. The author of the disserta­

1https://github.com/lizagonch/Discourse-BERT
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tion proposed to use information from the discourse dependency graph for the
attention mechanism, and experiments to obtain vector representations for each
of the elementary discourse units were conducted by the author. The author of
the dissertation also collected and labeled the datasets leveraged in the experi­
ments. The method for constructing the rationales is the result of the author’s
research, while the algorithm used to find relevant discursive schemes using the
FCA method was developed in collaboration with the academic supervisor Sergei
Kuznetsov.

PUBLICATIONS AND APPROBATION OF RESEARCH

The main results reported in this research were presented on the Interna­
tional conferences and workshops and published in the sources indexed by Scopus
and Web of Science.

Second-tier publications:
1. Goncharova E.1 Relying on Discourse Analysis to Answer Complex

Questions by Neural Machine Reading Comprehension / Galitsky B.,
Ilvovsky D., Goncharova E. // Proceedings of the International Confer­
ence Recent Advances in Natural Language Processing. pp. 444-453,
2021. (Scopus)

2. Goncharova E. Relying on Discourse Trees to Extract Medical Ontolo­
gies from Text / Galitsky B., Ilvovsky D., Goncharova E. // Lecture
Notes in Computer Science, vol. 12948 LNAI, pp. 215 – 231, 2021.
(Scopus – Q2)

3. Goncharova E.1 Concept-based chatbot for interactive query refinement
in product search / Goncharova, E., Ilvovsky, D., Galitsky, B. // CEUR
Workshop Proceedings, vol. 2972, pp. 51 – 58, 2021. (Scopus)

4. Goncharova, E. On a chatbot conducting dialogue-in-dialogue / Galit­
sky, B., Ilvovsky, D., Goncharova, E. // SIGDIAL 2019 - 20th Annual
Meeting of the Special Interest Group Discourse Dialogue - Proceedings
of the Conference, pp. 118 – 121, 2019. (Scopus, Web of Science)

5. Goncharova E. On a Chatbot Providing Virtual Dialogues / Galitsky
B., Ilvovsky D., Goncharova E. // International Conference Recent Ad­
vances in Natural Language Processing, RANLP, vol. 2019-September,
pp. 382 – 387, Код 155296, 2019. (Scopus)

1The author of the dissertation is the main author.
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6. Goncharova E.1 Increasing the efficiency of packet classifiers with closed
descriptions / Goncharova E.F., Kuznetsov S.O. // CEUR Workshop
Proceedings, vol. 2529, pp. 75 – 88, 2019. (Scopus)

Reports at conferences and seminars:
1. International Conference Recent Advances in Natural Language Pro­

cessing (RANLP 2021), regular paper: Relying on Discourse Analysis
to Answer Complex Questions by Neural Machine Reading Comprehen­
sion, September 1-3, 2021, Varna, Bulgaria (held online).

2. COLING Workshop on Natural Language Processing in E-Commerce
(EComNLP 2020), full paper: On a Chatbot Navigating a User through
a Concept-Based Knowledge Model, December 12, 2020, Barcelona,
Spain (held online).

3. 18th Russian Conference on Artificial Intelligence (RCAI-2020), full
paper: FCA-based Approach for Interactive Query Refinement with
IR-chatbots, October 10-16, 2020, Moscow, Russia.

4. The 20th Annual Meeting of the Special Interest Group on Discourse
and Dialogue (SIGDIAL 2019), demo paper: On a Chatbot Conducting
Dialogue-in-Dialogue, September 11-13, 2019, Stockholm, Sweden.

5. The 3rd International Workshop Formal Concept Analysis for Knowl­
edge Discovery (FCA4KD), full paper: Increasing the efficiency of
packet classifiers based on closed descriptions, June 7, 2019, Moscow,
Russia.

CONTENTS

In the introduction section, the motivation for the presented dissertation
is given followed by the research goals and objective, the list of the publications,
and the key results of this research. This section also gives an overview of the
previous findings that have already been found by other scholars in the observed
research area outlining the research gap that we refer to in this dissertation.

The first chapter outlines the development of the language models and
their applicability to various NLP tasks. The purpose of the modern LMs is
to create a complex representation of text that encodes the significant linguistic
information that can provide high results on some downstream NLP task.

The dissertation analyzes the pre-trained transformer-based models, there­
fore, we consider the language modeling (LM-ing) task as the basic pre-train­
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ing procedure. Generally, LM predicts the next word 𝑤𝑁 in a sequence based
on the left context [𝑤1,𝑤2,...,𝑤𝑁−1]. Therefore, the goal of probabilistic lan­
guage modeling is either to calculate the probability of the word sequence as
𝑃 (𝑤1,𝑤2,...,𝑤𝑁−1, 𝑤𝑁) or to find the probability of the next word in the sequence
as 𝑃 (𝑤𝑁 |𝑤1,𝑤2,...,𝑤𝑁−1). When generating a novel word, the LM assesses the
probability of all the words presented in the vocabulary.

Masked language modeling (MLM) is a modification of the standard
LM-ing task has been proposed and successfully applied to the big LMs, such
as BERT model and its variations, pre-training. In MLM, the 𝑖𝑡ℎ word in
the input sequence is hidden, and the model is trained to calculate the prob­
ability distribution of this word conditioned on its left and right contexts
𝑃 (𝑤𝑖|𝑤1,...,𝑤𝑖−1,𝑤𝑖+1,...,𝑤𝑁), where 𝑁 is the number of words in the input se­
quence.

Transformer-based models leverage the LM-ing and MLM in combination
with huge textual corpora to learn the relevant information about the language
during pre-training. This approach has proven to be effective, as, recently, vari­
ations of the transformers model pre-trained in this manner outperform all the
existing techniques and achieve state-of-the-art results on various NLP bench­
marks.

These DL techniques have totally replaced the standard ML methods in
the NLP domain that operated on the manually constructed linguistic features
carefully retrieved from the texts with the cooperation of the linguists and data
scientists.

While vector representations of texts achieve high performance on the
bunch of NLP benchmarks, there are still some problems with them. First,
these representations often are not able to capture the linguistic peculiaritites
corresponding to the text. So that, the model’s textual outputs can be grammat­
ically correct, but illogical (like in text generation), or do not rely on the world
knowledge that a human is aware of. Besides, these representations are hardly
interpretable by humans.

Finally, the first chapter describes the BERT model that we consider in
this research as the baseline in more detail. BERT (Bidirectional Encoder Rep­
resentations from Transformers) is the encoder-only model consisting of 12 self­
-attention layers to derive the contextualized word representation. Initially, the
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Figure 1 — An input format for the BERT model with the token, segment, and
position embeddings.

BERT model was trained using two objectives: MLM and next sentence predic­
tion (NSP). NSP was proposed to pre-train text-pairs representation jointly by
predicting whether the second sentence in a pair follows the first one in the orig­
inal text. The model itself was pre-trained on large corpora of unlabeled texts,
namely BooksCorpus (800M words) [140] and English Wikipedia (2,500M words).
This variability introduces some architectural modifications to incorporate exter­
nal linguistic knowledge into the model that we refer to in this research.

In comparison to other transformer-based models that have been trained
on one LM-like task, the BERT model is also pre-trained on the NSP task. This
training allows the model to successfully perform the natural language inference
(NLI) task to identify whether or not one sentence entails another. Due to this
task, the model has a special input layer responsible for segmentation encoding
that can be used to encode additional information in the input, as described in
this research. Figure 1 represents the input layers for the BERT model.

The second chapter of the dissertation discusses the question of how well
the pre-trained LMs capture linguistic information. In this chapter, we analyze
various probing methods introduced in the research designed for checking linguis­
tic awareness of the pre-trained models. Finally, we discuss the obtained results
concluding, which type of the linguistic knowledge are captured by the analyzed
models, and which of them are under-presented.

The growing interest in pre-trained NLP neural networks has motivated
extensive research on discovering the types of linguistic knowledge these models
capture. When transformer-based models outperformed all the previous models on
NLU benchmarks – such as GLUE [52], SuperGLUE [53] – by a significant margin,
the investigations on representation learning took a giant leap. The demonstrated
performance gain has aroused considerable interest among scholars who explored
whether the transformers can understand structural information about language
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or simply provide the distributed language representation based on observing
many examples [9].

The linguistic features denote various language components grouped by
linguists into five main categories: phonemes, morphemes, lexemes, syntax, and
context. The branches of linguistics that study these categories are the following:
phonetics, phonology, morphology, syntax, semantics, discourse, and pragmatics.

The probing methods have been presented to explore the learned textual
representations and their ability to capture various linguistic characteristics. The
former probing techniques were designed to check the model’s ability to capture
PoS tags [45, 1, 5], morphology [4, 3], or word-sense disambiguation [41]. Tenney
et al. [51] extended this research and introduced a general probing architecture
that simultaneously covers a wide range of linguistic information, including syn­
tactic, semantic, local, and long-range phenomena. In general, probing tasks are
auxiliary tasks performed on the internal representations derived from the pre­
trained models. These tasks assess whether these internal representations reflect
one or other specific linguistic phenomena either individually or jointly.

Providing wide range of probing tasks, the scholars have come to the con­
clusion that the multi-head self-attention allows the model to capture some of the
linguistic patterns existing in the text via pre-training. Transformer-based models
are able to encode the word- and sentence-level linguistic information, however,
more complex text-level features, such as discourse structure, is encoded by the
models weakly.

Chapter 3 describes the discourse structure and the Rhetorical structure
theory (RST) as a framework to describe it that we rely on in this research. This
section discusses the existing probing tasks followed by an overview of popular
techniques for incorporating discourse into the transformer-based models.

The discourse structure operates at the higher level of text organization.
It represents the connections among the units beyond the sentence, up to the
entire text [26]. Informally, this structure reflects the development and logical
organization of the authors’ thoughts throughout the whole text.

This structure can be defined by the existing discourse frameworks, such
as RST [35], PDTB [42], or Graph Bank [54]. RST is one of the most popular
frameworks, both generally and specifically in this research. Its popularity is due
to the availability of the high-quality existing discourse parsers and its ability to
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build discourse structure as a combination of semantic and intentional relations
that covers a wide range of logical connections existing among the text spans [33].

RST [35] is a discourse relation annotated resource that we rely on in this
research for discourse structure retrieval. During discourse parsing, a document
can be segmented into non-overlapping text spans – contiguous units for clauses
– called elementary discourse units (EDUs). Each EDU can be tagged as either
a nucleus or a satellite, where nucleus nodes are more central and satellite nodes
more peripheral. Nucleus units consist of the primary information the author
expresses in the text, and satellite units contain additional information supporting
the one presented in a nucleus. As a result, the discourse structure of the text is
represented as a discourse tree (DT). This structure allows relations at the top
level to cover relations at the bottom. An example of the DT constructed based
on the RST is presented in Figure 3 (b).

There are two main categories of discourse relations: multi-nuclear (N-N)
and nucleus-satellite (N-S) relations, also called anti-symmetric relations. The
former represents the dependency among the nucleus and satellite units, and the
latter holds only between the nucleus units. In anti-symmetric relations, which
involve a pair of EDUs, the nuclei are the main components of the relation, and
the satellites are their dependents.

The studies have shown that distinction between N-N and N-S relations
impacts many NLP tasks, such as anaphora resolution [11, 21] or QA. Researchers
noticed that a stronger concentration on different discourse components is needed
while answering various questions. For instance, different special wh- questions
indicate the specific discourse relation and N-S components, e.g., Attribution re­
lation is a basis of what/who is the source question, where the answer is found in
the nucleus, while the satellite in the Cause and Explanation relations constitute
the why-questions. This issue was analyzed and implied by us in reference [13,
14, 16].

The discourse-awareness of the pre-trained models have been investigated
by the scholars. Koto et al. [29] introduce a unique probing mechanism to check
the discourse knowledge incorporation. The authors notice that existing probing
techniques focus on identifying syntactic linguistic knowledge. The authors list
seven discourse probing tasks that can be utilized by the researchers to investigate,
how well DL models understand discourse. The authors conclude that the baseline
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BERT model performs well on the NSP tasks, while the results on pure discourse
tasks are underwhelming, especially for the early layers. This finding is quite
reasonable because BERT was pre-trained using NSP objection.

In our research, we utilize one of the introduced tasks – discourse con­
nective predictions – to check the modified model’s ability to understand which
non-trivial discourse relation connects the observed text spans. This task is also
known as discourse markers prediction and identifies discourse markers that con­
nect two elementary discourse units.

Chapter 4 describes the disBERT model that has been introduced in the
research for incorporation discourse structure into the transformer-based BERT
model. This model is a classical BERT model that is further pre-trained on the
modified discourse-conditioned MLM task. We show that standard MLM can
suffer from insufficiency of the external discourse information about a text, so we
propose to modify the existing MLM task by conditioning it on the corresponding
discourse relations.

In standard MLM tasks, only the context is required to predict the masked
token; however, the contextual information may not be enough to make the correct
prediction. Let us consider a simple example that shows that the awarenes of
discourse structure can be essential for tokens prediction.

He went out while it was not raining. [Condition]
He went out and it was not raining. [Elaboration]

If the bolded words are masked, the BERT cannot understand which word
should replace the mask without additional information about its discourse role
in the sentence.

The pre-trained BERT2 was launched to predict a masked token in the
sentence “He went out [MASK] it was not raining.” There are five most probable
predictions made by it, which are “when,” “and,” a semicolon, a comma, and “but.”
The pre-trained BERT model decided based on the examples it had seen in the
training corpus, and the most probable output was “when.”

Even though the sentence with “when” is grammatically and logically cor­
rect, it changes the meaning of a masked sentence. In discourse analysis, such
words as “while,” “unless,” “when,” and “and” are called discourse markers. They

2https://demo.allennlp.org/masked-lm
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are the special words that could hint at which rhetorical relation connects the text
spans. In this case, they could be predicted correctly based on the information
about the discourse organization in the text.

The discourse-conditioned MLM task for further pre-training is formalized
as follows. We are trying to predict a masked word having information about a
context surrounding this word and a label satisfying this part of the input text in
the discourse tree. In this case, during the training procedure, the model learns to
predict 𝑝

(︀
·|𝐶∖𝑤𝑡

,𝑦𝑡
)︀
, where 𝑦𝑡 is the label denoting the rhetorical relation, instead

of 𝑝
(︀
·|𝐶∖𝑤𝑡

)︀
. This procedure will allow the model to be trained according to the

discourse label corresponding to the text span, while other model architecture
is kept without modification. This novel discourse-aware MLM objection is as
follows:

𝐿𝑀𝐿𝑀(𝐷𝐼 |𝐷∖{𝐷𝐼}) =
1

𝐾

𝐾∑︁
𝑘=1

log 𝑝(𝑤𝑖𝑘|𝐷∖{𝐷𝐼}; 𝑦𝑖𝑘; 𝜃),

where 𝐷𝐼 is a set of the masked tokens of the input sequence, 𝑤𝑖𝑘 is a predicted
token, 𝐾 is a number of the masked tokens, 𝑦𝑖𝑘 is the rhetorical relation corre­
sponding to the masked token 𝑤𝑖𝑘 , and 𝜃 is a model’s parameters.

To perform this modified pre-training scheme, the SE layer is turned into
the discourse embedding layer learned during the training procedure. The SE layer
in the original BERT model is trained on the binary labels that denote whether the
tokens belong to the first or the second sentence. In the proposed modified scheme,
the segment layer should encode more than two labels that require its retraining
to the size compatible with the number of discourse relations found in the text
by discourse parsers. The corresponding layer is retrained from scratch. The
architecture of the BERT model with discourse extension (disBERT) is presented
in Figure 2.

The introduced disBERT operates with the original input sequence of to­
kens augmented with the relevant discourse relations retrieved from the DT. How­
ever, this information is too broad for the introduced discourse-aware MLM. In
our research, the input data and the discourse structure of this input data need
to be prepared in a format that the model could process. We propose an algo­
rithm to represent the discourse structure of the text as the list of triples, where
the relevant rhetorical relation connects the EDUs or the subset of several EDUs.
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To retrieve these triples, we, first, build the dependency discourse graph (DDG)
based on the DT, and then retrieve the desired triples directly from the graph.

he went out while it was not raining 
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Figure 2 — Architecture of the modified discourse-enhanced disBERT model.
The Figure introduces the modified BERT model extended with discourse
structure. The Position Embeddings, Token Embeddings, and Byte-Pair
Encoding are the standard layers of the original BERT. In contrast, the

Discourse Embeddings layer is a modified layer presenting the encoding of the
discourse relation that connects the nucleus EDU and satellite EDU divided by

special [SEP] tokens in the input to the disBERT model.

The construction of a DDG begins with the empty graph, and then a DT is
traversed bottom-up to retrieve the so-called head nodes for each node in the tree.
These head nodes act as the vertices in the constructed graph, and every relevant
rhetorical relation existing between the 𝑖𝑡ℎ and 𝑗𝑡ℎ EDU provides the direct edge
in the graph, labeled with the name of the corresponding rhetorical relation. In
more detail, a head node is chosen per the following rules:

– Head nodes for leaves are the leaves themselves.
– If a non-terminal node has nucleus and satellite children, also called

an anti-symmetric relation, then the head is its nucleus child because
the satellite units reflect the subordinate text spans and depend on the
nuclei.

– If both children of a non-terminal node are the nuclei, also called a
multi-nuclear relation, then the head node is the head of the left child
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of the current node. The left child is chosen because the initial text is
parsed left to right.

An example of DT → DDG transformation is shown in Figure 3.

5 64321

[1] [2] [3]As soon as I found out about this edition, I had to have it. I pre-ordered this and waited months for it. I even got
emails from Amazon asking [4] [5] [6]if I'm still interested. Of course I'm still interested. I have the hard cover, which I
recommend.

EDU

1

2

EDU

4

EDU

5

EDU

6

EDU

Elaboration

Elaboration

Attribution

Background

3

EDU

Circumstance

a)

b) DT

c) DDGCircumstance Elaboration Attribution Background Elaboration

Figure 3 — The scheme for constructing the DDG from the DT. The text is split
into 6 EDUs (a) and parsed into an RST DT (b). The obtained DT is then
converted into the DDG (c). The solid lines denote nucleus nodes, while the

dashed lines define satellites. Relations are given in italic.

Experimental evaluation. First, to check the model’s awareness of discourse
we challenge it with the discourse connective prediction task [29]. Showing that
it outperforms the existing linguistic-free approaches by almost 7%.

Then, we launch disBERT model on the binary argument classification
task, where in order to understand the argumentation structure of the text, the
discourse structure should be considered.

For the experimental evaluation we utilize the dataset of Amazon users
reviews (AR dataset [39]), and the UKP corpus [48]. As the baselines we used
BiLSTM [48], MARGOT [31], MARGOT + TF-IDF [39], MARGOT + BoW,
MARGOT + Discourse, BERT𝑏𝑎𝑠𝑒, BERT + Discourse [7], BERT-base𝑡𝑜𝑝𝑖𝑐 pre­
sented in the studies for the same tasks.
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We report F1 score, precision, and recall as the metrics for all models. A
shift-reduce discourse parser is used to extract relations and identify the nuclearity
of the text spans [27]3 to construct the discourse tree for each of the documents.

The model performance on both AR and combined UKP corpus is shown
in Table 1. Table 2 shows the results of the introduced disBERT model on each
of the eight topics constituting the UKP dataset. This experiment has been done
to assess the domain dependence of the presented model and to analyze whether
the performance significantly drops for some topics, especially for the topic that
was excluded from the training dataset.

Results on UKP Corpus. The BiLSTM baseline has achieved the worst
classification performance with word2vec embeddings. The results show that even
standard BERT𝑏𝑎𝑠𝑒 significantly improves F1 score, precision, and recall for AC
in comparison to BiLSTM, while still, we should notice that recall that accounts
for 0.26 is not high. Linguistic-aware models perform much better on the UKP
corpus; incorporating discourse information directly into the model (disBERT)
allows it to improve the recall by around 27pp compared to traditional BERT𝑏𝑎𝑠𝑒,
which is comparable with topic-aware BERT. The pipeline of the BERT-based
classifier and XGBoost trained on one-hot encoded rhetorical features slightly
boosts traditional BERT𝑏𝑎𝑠𝑒; however, it does not outperform the linguistic-aware
models.

Overall, the performance of the disBERT is slightly better than the one
achieved by BERT𝑡𝑜𝑝𝑖𝑐 trained explicitly on the UKP corpus, by around 4pp and
2pp for precision and F1 score, respectively.

Results on AR. The performance of the BERT-based models for the AR
dataset is significantly higher than that for the UKP corpus. The AR dataset
consists of more data. Therefore, we suggest that the BERT model was better
trained on this data than on the smaller UKP Corpus. The traditional BERT𝑏𝑎𝑠𝑒

model outperforms the stand-alone MARGOT; however, the MARGOT enlarged
with the additional features performs better than all observed BERT-based mod­
els. We account for the fact that the Debater dataset that has been used for
MARGOT training consists of human debates, including persuasive arguments
on complex topics is close to the Amazon reviews constituting the AR dataset.

3The model for discourse parsing is available on https://github.com/jiyfeng/DPLP
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Dataset Model Precision Recall F1 score

UKP

BiLSTM [48] 0.41 0.16 0.23
BERT𝑏𝑎𝑠𝑒 0.55 0.26 0.35
BERT w. discourse [7] 0.57 0.32 0.41
BERT-base𝑡𝑜𝑝𝑖𝑐 [44] 0.53 0.52 0.52
disBERT 0.56 0.53 0.54

“Movies and TV”

MARGOT [31] 0.54 0.77 0.63
MARGOT (TF-IDF) [39] 0.73 0.78 0.75
MARGOT w. BoW 0.74 0.77 0.75
MARGOT w. disc. 0.76 0.78 0.78
BERT𝑏𝑎𝑠𝑒 0.62 0.68 0.65
BERT w. discourse [7] 0.65 0.69 0.67
disBERT 0.75 0.73 0.76

“Electronics”

MARGOT [31] 0.53 0.74 0.61
MARGOT (TF-IDF) [39] 0.65 0.68 0.66
MARGOT w. BoW 0.74 0.77 0.75
MARGOT w. disc. 0.77 0.71 0.74
BERT𝑏𝑎𝑠𝑒 0.64 0.61 0.6
BERT w. discourse [7] 0.62 0.63 0.62
disBERT 0.71 0.84 0.77

“CDs and Vinyl”

MARGOT [31] 0.54 0.77 0.64
MARGOT (TF-IDF) [39] 0.75 0.8 0.77
MARGOT w. BoW 0.74 0.8 0.77
MARGOT w. disc. 0.76 0.7 0.73
BERT𝑏𝑎𝑠𝑒 0.62 0.68 0.65
BERT w. discourse [7] 0.65 0.69 0.67
disBERT 0.72 0.69 0.70

AR Dataset
(combination of
three categories)

disBERT 0.83 0.80 0.79

Table 1 — Experimental results assessing the disBERT model performance on
the three categories of AR dataset and UKP corpus. The AR Dataset, a
combination of three categories, corresponds to the experiment, when the model
has been trained directly on the mixed texts from three types. Therefore, the
results obtained for the UKP Corpus are more representative of AM domain
than the results for the AR dataset.
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Topic Precision Recall F1 score
Abortion 0.59 0.53 0.56
Cloning 0.62 0.57 0.59
Death penalty 0.68 0.66 0.67
Gun control 0.64 0.63 0.63
Marijuana legalization 0.62 0.63 0.62
Minimum wage 0.59 0.55 0.57
Nuclear energy 0.66 0.61 0.63
School uniforms 0.67 0.55 0.60

Table 2 — Experimental results on cross-topic evaluation. The model has been
trained on 7 out of 8 topics and tested for each eight topics separately. The
‘School uniforms’ topic has been excluded from the train set.

We compared the results on texts belonging to three categories from the
AR dataset. Overall, the model’s performance is almost the same for all three
categories. We can notice that it outperforms all the other models by F1 score
for the “Movies and TV” and “Electronics” categories. For “CDs and Vinyl,” the
ensemble model combining MARGOT and BoW features slightly outperforms
disBERT by 2pp in precision and 11pp in the recall. The fine-tuned disBERT
shows improvement over the BERT𝑏𝑎𝑠𝑒. Precision boost accounts for 10pp, and
recall boost is only 1pp. The disBERT boosts the performance of the ensemble
model, which is on par with the results for the UKP corpus.

In contrast to the results on the topic-based UKP corpus, we noticed that
discourse features are not as significant for the AR dataset. We explain it by
the fact that the AR dataset was not initially collected for the AM tasks. It is
more likely, but not necessary that the users label a review with argumentation
components as applicable. Thus, assessing the usefulness of the reviews is the
task connected to AC. However, it is not fully covered by AM.

The fifth chapter is dedicated to another model that we have proposed
for incorporating discourse structure while solving more complex NLP tasks. The
second approach refers to the discourse-aware attention mechanism inspired by
the research presented in [59]. We utilize the constructed DDG and build the addi­
tional discourse-aware SAN that can narrow down the attention mechanism to the
more connected discourse-aware components of the input paragraph. The experi­
mental evaluation has proven that utilizing a discourse-aware attention mechanism
is beneficial for the MRC launched on the lengthy and detailed-riddled passages.
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The former scheme of the data augmentation procedure and retraining of
the segmentation embedding layer with the discourse-conditioned MLM task has
proven its applicability to argument classification. However, it also introduces
some limitations to the model due to the specificity of the data pre-processing
procedure.

The disBERT model operates on the discourse triplets. First, the initial
text must be split into the smaller discourse-enhanced parts and be considered
separately. However, it is not immediately evident how to implement this pro­
cedure for more complicated tasks, such as MRC, text summarization, or QA.
These tasks also require discourse structure to be analyzed; however, the mod­
els need to process the lengthy passages in one step without splitting them into
smaller sub-parts. A model needs to be able to process a long sequence of tokens
to perform this task successfully.

Encapsulation of the discourse structure in MRC and summarization mod­
els may boost the model’s performance by providing more complex mapping
among the text spans via the attention mechanism. This chapter explores if
and how discourse-level features, such as discourse relations connecting the text
spans, fed to a neural MRC model on top of syntactic and semantic features or in­
dependently, can help answer complex, lengthy, multi-sentence questions [15]. We
intend to develop a neural method that selects relevant words by only considering
the related subset of words by analyzing syntactic, semantic, and discourse-level
importance. A self-attention network (SAN) enriched with the discourse features
– such as Explanation and Condition – retrieved from a text and combined with
the classical transformer encoder are used to build linguistically-enhanced text
representation to provide feature encoding. The overall model architecture is
presented in Figure 4.

Experimental evaluation. This work relies upon four QA datasets with long,
complex, multi-hop questions to observe if and how syntactic, semantic, and dis­
course-level features help provide the correct answers. The fine-tuned BERT
model is used as the baseline. Additionally, the performance of the proposed sys­
tem is compared with current state-of-the-art results published or obtained from
the leaderboard for the corresponding dataset.
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Figure 4 — Architecture of the MRC model extended with discourse-aware
self-attention layer.

These experiments were divided into two parts to assess the influence of
different linguistic features on the model performance. The results for the SQuAD
datasets are provided in Table 3, and then the evaluation of the datasets with a
more complex question design – NewsQA, QuAC, and MSQ – is presented in Table
4. The F1 score is calculated as the harmonic average between precision and recall
in all experiments. The results achieved by our MRC model are presented in the
bottom block of the table. The results of the state-of-the-art models presented in
the literature or public leaderboards for the available datasets are shown in the
upper block; the * symbol denotes unpublished works. The results achieved by
the MRC models relying on discourse information are in bold.

SQuAD. The performance on both SQuAD 1.1 and 2.0 test data is shown
in Table 3. The default MRC baseline employs neither syntactic nor semantic in­
formation; this is a typical fine-tuned case BERT used as the encoder for the
question and the passage. Moving towards syntactic, semantic, and discourse
levels shows an average performance gain of 2.2, 3.4, and 3%, respectively. The
improvement of the integrated system is 5.4%. We should also notice that the
additional syntactic structure incorporation does not significantly boost the mod­
els performance that corresponds to the results of the BERT syntactic probing
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v1.1 test v2.0 testDataset/settings
F1 F1

SQuAD leaderboard
FPNet* - 93.18
Retro-Reader
[Zhang2020_Retrospective] - 92.98

ALBERT [Albert2020] - 92.20
LUKE* 95.4 -
Baseline 88.61 83.98
Syntax MRC 89.90 87.13
Semantic MRC 90.60 88.76
Discourse MRC 90.08 88.60
Syntax w. semantic w. discourse
MRC 93.14 90.20

Table 3 — F1 scores (%) on SQuAD 1.1 (v1.1) and SQuAD 2.0 (v2.0) datasets.
The last row of the table represents the model combined with all three analyzed
type of the linguistic information: syntax, semantics, and discourse.

NewsQA QuAC MSQDataset/settings
F1 F1 F1

literature + QuAC leaderboard
SpanBERT [28] 73.6 - -
DecaProp [49] 66.3 - -
RoR* - 74.9 -
FlowQA [23] - 64.1 -
Baseline 66.48 65.69 60.66
Syntax MRC 70.95 71.09 66.79
Semantic MRC 71.84 70.15 66.55
Discourse MRC 72.13 72.40 67.80
Syntax w.
semantic w.
discourse MRC

75.05 74.88 71.65

Table 4 — F1 scores (%) on complex questions datasets. The performance of
other MRC models on MSQ dataset has not been published yet.
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that has revealed the syntactic awareness of the BERT-based models. Although
the introduced model could not outperform the best single and ensemble models,
such as ALBERT and FPNet, it does boost the default linguistic-free baseline.

Complex datasets. Table 4 shows the result of the NewsQA, QuAC, and
MSQ datasets. We combined these datasets together as the questions presented
there are more complex than the one presented in SQuAD and require the reason­
ing over multiple sentences to retrieve the answer. Overall performance drops up
to 20% when evaluating the datasets with more complex questions; analogously
to Table 3, the default MRC employs no additional linguistic information. While
the absolute performance value is lower than in Table 3, the performance boost
due to linguistic information is greater. The average contributions of syntactic,
semantic, and discourse levels are 5.3, 5.2, and 6.5%, respectively. The contribu­
tion of discourse-level features is the highest in this evaluation domain of MSQ.
The improvement of the integrated system is almost 11% for MSQ and 9.5% on
average. These results show that the longer and more complex the questions are,
the higher the impact of linguistic information, especially at the discourse level. It
should also be mentioned that the introduced ensemble model outperforms both
the standalone fine-tuned BERT and current state-of-the-art models for NewsQA
and achieves comparable results on QuAC.

In chapter 6, the explainability pipeline based on the discourse structure
analysis is introduced. This research proposes an explanation pipeline that will
provide us with the text spans – or rationales – retrieved from the input document
with respect to its discourse structure that explain the model’s decision. The
rationales provided by the DL model serve to explain the model’s decision. These
text spans should be faithful, i.e. the model should rely on these text spans during
decision making, and they should be interpretable by a human, i.e. the rationale
needs to be presented in the format that a human can easily understand. The
rationales obtained with the introduced pipeline are faithful, as they reflect the
information utilized by a model to provide the decision. Additionally, they are
interpretable by a human, as they are presented as text spans written in natural
language and extended with the corresponding discourse structure that a human
can understand.

Following prior work on the interpretability of language models [25], we
propose an independent explanation pipeline used to obtain the rationales that
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could potentially explain the model’s decision and further check the influence of
these rationales on the model’s performance. The introduced pipeline consists
of two independent components: extraction, which is responsible for extracting
the inputs relevant to the model, and prediction, which tests the faithfulness of
the obtained rationales using the initial model. The first part is supported by the
interpretable ML method that operates on the discourse level of the text retrieved
by the extraction block.

The proposed decomposition procedure reduces the training difficulty of
previous explanation techniques, where extraction and prediction components
have been trained jointly. This approach required optimization of the complex
objective function using reinforcement algorithms. Besides, the obtained ratio­
nales are supported with the human-understandable discourse features that match
the hidden text representation provided by the transformer-based model on the
high-level linguistic attributes reflecting the linguistic structure encoded into the
constructed embeddings.

The rationale extraction component (EC) builds the rationale candidates
based on the model’s inner structure (such as attention weights), which are fur­
ther mapped to the relevant discourse structures identified by the formal context
analysis (FCA) theory. The FCA-based method enables the model to retrieve the
discourse structure of the text common for the texts belonging to different classes
during the classification procedure. The pipeline in its entirety is presented in
Figure 5.

The goal for rationales extraction is defined as follows: let the rationale
be a specific combination of tokens retrieved from the input sequence, 𝑟𝑎𝑡 =

{𝑤1, 𝑤2, ..., 𝑤𝐾}, where 𝑤𝑘 ∈ 𝑊 and 𝑘 ∈ 𝐼; 𝑊 is an input sequence of tokens,
and 𝐼 is a set of indices referring to the informative text spans. Ideally, the
combination of input tokens that provides the minimum value of the loss function
for the analyzed task should be found; however, it requires training the model
with different input token combinations. Unfortunately, identifying the subsets
of tokens that lead to minimal loss is resource-intensive and time-consuming.
Additionally, the obtained rationales should explain the model’s decision in a way
that will be understandable by a human. We predict that when the grammatical
consistency of the found rationales is high, there will be substantial explainability
improvement.
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Figure 5 — Independent Explanation Pipeline (IEP) for rationales construction.
Rationale Extraction (RE) component is used to provide the rationales

candidates based on the relevant discourse features; Prediction Component (RP)
is used for constructed rationales validation.

The EC of the IEP serves to retrieve relevant discourse features that might
be used for explaining the model’s decision. The text itself is not of interest
during relevant discourse features extraction, only its discourse structure. It is
retrieved as the sub-graphs of the initial DT, or DDG, where the specific text
span constituting some terminal node, referring to the EDU, is replaced by the
asterisk symbol. In contrast, non-terminal nodes are labeled with the name of
discourse relation.

Thus, the task of rationale, or 𝑟𝑎𝑡, extraction turns to the task of assessing
the 𝑟𝑒𝑙(𝑤𝑖|𝐷𝐷𝐺𝑖) for each 𝑖 ∈ 𝑁 , where 𝑟𝑒𝑙(𝑤𝑖|𝐷𝐷𝐺𝑖) is a relevance score of
the token 𝑤𝑖 conditioned on its discourse role in the text, and 𝐷𝐷𝐺𝑖 is a frequent
sub-graph of the initial DDG retrieved by the gSpan algorithm [55]. It is assumed
that for discourse-dependent tasks without significant loss, the 𝑟𝑒𝑙(𝐷𝐷𝐺𝑖) can be
evaluated, and then the 𝑤𝑖 corresponding to the 𝑟𝑒𝑙(𝐷𝐷𝐺𝑖) can be chosen. We
support this assumption with the experimental evaluation performed on several
NLP tasks, where the discourse structure has been proven to be important.

To assess the relevancy of the discourse sub-graphs, we utilize the FCA the­
ory. The FCA-based model introduced in [18] is utilized to select the informative
features, providing an interpretable method for analyzing the groups of objects
and the features they share. In more detail, the first step of this introduced pro­
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cedure is to one-hot encode the DDG representation of the input text to get its
feature description. FCA theory is then used to build the concept lattice and find
the hypothesis that reflects which feature combination is relevant for identifying
the argumentativeness of the text.

The FCA-based classification reflects the similarity of the concepts rather
than their statistical representation. Thus, the similarity of graph structure can
be analyzed without considering the exact words utilized in the classification pro­
cedure. We have introduced the classification pipeline with the FCA-based tech­
nique in reference [19] operating with the binary features, and trying to identify
the most relevant feature subset based on their influence on the classification per­
formance. In this work, we leverage the presented approach for the other NLP
domain, still operating with the objects described by the binary features.

The representation of each document 𝑥 ∈ 𝑋 is retrieved from its DDG.
The common sub-graphs are extracted from the DDGs and encoded as the binary
features so that a text is represented as a binary vector in this feature space. The
text is assigned to a binary feature if the subgraph is found in the initial DDG
describing the observed document. Finally, we apply the approach introduced
in [19] to retrieve the subset of relevant binary features – or frequent discourse
sub-graphs – and map them to the obtained rationale candidates retrieved by EC.

The whole IEP can be described as follows:
1. Obtain the rationales as the set of the text spans obtained with respect

to the informative discourse components.
2. Provide the model’s prediction based on the obtained rationales.
3. Compare the obtained results with the ones of simple attention and

regression component obtained from the standard procedure of assessing
the rationales using the pure transformer-based models.

Experimental evaluation. The experimental evaluation was performed on dif­
ferent classification NLP datasets: two datasets for AC (AR and UKP Corpus),
two sentiment classification datasets (Stanford Sentiment Treebank (SST) [47],
Movies [57]), and AgNews [10] for multi-class classification.

We use the SST dataset, where the documents are split into two classes:
positive and negative. There are 9,613 documents available for fine-tuning. Movies
is a dataset of users’ reviews labeled by the corresponding sentiment mark. This
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dataset consists of 1,999 documents. AgNews dataset is a multi-class classification
dataset, where the news articles are labeled with one of the corresponding topic:
Sport, Science, Business, and World. This dataset contains 127,600 documents.

Standard BERT𝑏𝑎𝑠𝑒 and disBERT and BERT extended with discourse at­
tention are used as the baseline for retrieving the rationales. We predict that the
discourse-aware models should be more attentive to the constructed rationales, as
they were trained to capture the discourse structure during fine-tuning procedures.

We report the results for rationales construction obtained with the rein­
forcement algorithm proposed by Lei et al. [30], Bastings et al. model4 [2] that uti­
lizes reparametrization trick for the rationales extraction, and an attention-based
FRESH model [25] (Att.-based) that outputs top-k tokens with the highest at­
tention scores as the rationales. We also report the performance of the models
on the full texts (Full text) in order to assess the faithfulness of the constructed
rationales. The baselines’ performance is reported from the corresponding papers.

Table 5 presents the results obtained by different models on the rationales
constructed using various methods for the analyzed datasets.

PC (model) RE (approach) AR UKP SST Movies AGNews

BERT𝑏𝑎𝑠𝑒

Full text 0.60 0.35 0.90 0.94 0.96
Lei et al. 0.52 0.33 0.74 0.92 0.87
Bastings et al. 0.51 0.28 0.59 0.72 –
Att.-based 0.63 0.32 0.81 0.91 0.94
IEP 0.64 0.34 0.71 0.80 0.82

disBERT

Full text 0.68 0.54 0.67 0.74 0.76
Lei et al. 0.52 0.45 0.54 0.62 0.67
Bastings et al. 0.51 0.48 0.60 0.65 —-
Att.-based 0.63 0.52 0.61 0.59 0.68
IEP 0.65 0.53 0.53 0.57 0.62

BERT ext. with discourse-aware SAN

Full text 0.77 0.69 0.89 0.87 0.85
Lei et al. 0.62 0.65 0.74 0.92 0.87
Bastings et al. 0.69 0.57 0.59 0.52 -—
Attn-based 0.53 0.52 0.71 0.71 0.82
IEP 0.72 0.63 0.75 0.67 0.81

Table 5 — Prediction component performance on different datasets. F1 scores of
the correct prediction are presented in the table.

A comparison is provided via two perspectives: the rationale extraction
approaches and the explainability of different models. Thus, whether the IEP
influences only the discourse-aware models or also explains the standard vanil­
la-based transformers is analyzed.

4https://github.com/bastings/interpretable𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
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The performance of the disBERT and the discourse-aware attention model
using the rationales is almost comparable to the performance of these models
when tested on the full texts. The models’ performance on rationales drops on
sentiment analysis datasets by up to 17pp for the Movies reviews, suggesting that
IEP is more suitable for discourse-aware models designed for complex tasks. We
can also notice that the introduced IEP in the combination with disBERT model
achieves the highest F1 score in comparison to the other extraction methods. The
performance of the models tested on the shortened texts consisting of only the
constructed rationales is not significantly lower than the one achieved for the full
texts (e.g., 0.68 vs 0.65 for disBERT model combined with the IEP). This indicates
that the constructed rationales are faithful and encode almost all the relevant
information from the initial text. The combination of the discourse-aware IEP
and the standard BERT𝑏𝑎𝑠𝑒 model outperforms BERT𝑏𝑎𝑠𝑒 on the AR dataset shows
that the RE component retrieved only the informative text spans and removed
the irrelevant parts of the text.

Finally, conclusion summarizes the dissertation, outlining the main find­
ings of the conducted research.

CONCLUSION

The main results of the presented dissertation are as follows:
1. The discourse awareness of the pre-trained models is analyzed.
2. Two modifications for the existing pre-trained BERT model are pro­

posed (disBERT and BERT w. discourse-aware attention mechanism).
3. The experimental evaluation of the proposed models is presented show­

ing their applicability to the discourse-aware NLP tasks, such as AC
and MRC.

4. Both the introduced models outperform the original BERT model on
AC and MRC tasks.

5. disBERT model is checked on discourse probing task outperforming the
existing transformer-based models.

6. The models are fine-tuned and made publicly available for the commu­
nity.

7. The independent explainability pipeline combining the FCA-based
method with the pre-trained transformer-based models is presented for
generating the rationales for the analyzed tasks.
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