
  

 

 

 

 

Olga Rubtsova 

Elena Gorbunova 

   

CATEGORIZATION OF 

ILLUSTRATED EMOTIONS  

IN VISUAL STORYTELLING 

CONTEXT  
 

BASIC RESEARCH PROGRAM 

 

WORKING PAPERS 

 

SERIES: PSYCHOLOGY 

WP BRP 134/PSY/2022 

 

 

 

 

 

This Working Paper is an output of a research project implemented within NRU HSE’s Annual Thematic Plan for 

Basic and Applied Research. Any opinions or claims contained in this Working Paper do not necessarily reflect the 

views of HSE 



 
 

2 
 

 

Olga Rubtsova1,1 Elena Gorbunova1,22 

 

CATEGORIZATION OF ILLUSTRATED EMOTIONS  

IN VISUAL STORYTELLING CONTEXT3 
 

There are a few factors related to the categorization of illustrated emotions. The most notable 

ones are suggested to be the following: facial expression, body posture, and emanata. The current 

study focuses on revealing the roles of these three factors, as well as their combinations with the 

addition of the narrative context that currently seems to be of very high practical significance. 

Illustrated emotional images were used in the experiment, and the presence of different pictorial 

factors was varied. The accuracy of categorization and reaction time of the participants were 

analyzed for different conditions. The results suggest that emanata and body posture play the 

least significant role in emotional categorization, especially when the contextual information is 

absent. At the same time, the addition of all three pictorial elements facilitated the emotional 

categorization. However, the roles of the specific combinations of the introduced factors were 

not revealed, which requires further clarification. 

Keywords: illustrated emotions, emanata, emotional categorization, visual storytelling. 
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Introduction 

Recognition and categorization of emotions  

Emotions are available for perception mainly through the physical features of the face, 

and the process of emotion recognition requires the work of the visual system (Calvo & 

Nummenmaa, 2015). The facial features form specific combinations that are recognizable to a 

wide specter of people, thus allowing the process of emotion recognition and categorization. The 

categorization in this case could be described as a cognitive process of attributing such 

combinations of facial elements to the same or different categories (Calvo & Nummenmaa, 

2015). Emotions can be recognized based on the specific features (e.g., Beaudry et al., 2013). 

Feature based approach argues that separate facial elements, like mouth or eyes, are enough for 

the emotion recognition. Holistic approach argues the opposite: only the whole face can transmit 

emotional information (Piepers & Robbins, 2012). As well as that, holistic approach leaves room 

to other factors that can influence emotion recognition, in addition to facial features. There is 

data supporting both feature based (e.g., Chen & Chen, 2010; Lipp et al., 2009) and holistic (e.g., 

Calder & Jansen, 2005) approaches. It is possible that in reality there are both holistic and 

feature based mechanisms when it comes to emotional perception and categorization. In 

particular, there are other factors related to emotional categorization that should be considered 

together with facial elements in order to better understand the cognitive mechanisms of this 

process. 

The second most important factor after facial expression when it comes to emotional 

categorization, at least in holistic view, seems to be body posture. Similarly to the facial 

expressions of basic emotions, body postures associated with basic emotions are recognized even 

when the facial expression is not presented (De Silva & Bianchi-Berthouze, 2004). Some studies 

have shown that the accuracy of receiving emotional signals from the body is comparable to 

facial emotion recognition, and sometimes it can be even higher (Atkinson et al., 2007; de 

Gelder, 2009). At the same time, it was pointed out that bodies and faces are rather processed as 

a whole, constituting one salient unit (Aviezer et al., 2012). The research by Schouwstra and 

Hoogstraten (1995) showed that the evaluation of spinal positions of the drawn figures did not 

lead to a strict correlation between body postures and specific emotions. Rather, one spinal 

position was related to a whole specter of emotional states. This finding suggests that the factor 

of body posture, despite being relevant to emotional categorization, is not as significant as the 

factor of facial expression. In one study the task for the participants was to guess the emotion for 

the stimuli consisted of facial and body images (Meeren et al., 2005). The images were either 
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congruent (the face and the body represented the same emotion) or incongruent (the face and the 

body represented different emotions). The results showed that the accuracy of the judgment 

increased for the congruent stimuli, while the reaction for them was significantly faster in 

comparison to incongruent images. Thus, the combination of facial expression and body posture 

that both reflect some specific emotional state leads to better and faster processes of 

categorization. Another study by Buisine et al. (2013) tested whether the body postures stimulate 

the emotional guidance for animated characters. This study is particularly interesting since it 

follows a holistic approach to emotional categorization. The authors emphasize that the emotions 

were studied in contextually rich conditions. The findings of the study showed that scenarios rich 

in contextual details are very advantageous for research of emotional recognition. At the same 

time, the presence of the body improved the accuracy of judgment, even when the body postures 

were neutral. Overall, the contextual information plays a significant role in identifying emotions 

from the body, as it was presented in the previous research (e.g., Lankes & Bernhaupt, 2011; 

Volkova et al., 2014). 

Specifics of illustrated emotions 

Illustrated emotional states differ from real ones in a few aspects. Cartoon faces and 

bodies are typically drawn with the use of hyperbolization and deformation of specific features. 

For example, the eyes of the characters are usually unproportionally large, making them more 

expressive than the eyes of a real human being (Liu et al., 2019). Overall, exaggeration is very 

widely used in illustration and animation industries, primarily due to its effects on enhancing 

character’s emotional states and intentions (Hyde et al., 2016). It has been reported that emotions 

conveyed by illustrated faces are perceived as more intense than photorealistic ones. In 

particular, it was shown for the emotion of sadness (Zhang et al., 2021). It is important to add 

that not only the emotional aspect is specifically emphasized by the artists. For instance, in order 

to make the scene more dynamic, motion lines are commonly used. It is not just the artist’s 

preference, though, because it has been shown that such techniques improve the viewers’ 

understanding of the image. In case of motion lines, they enhance the perception of movement of 

objects and persons for the audience (Ito et al., 2010; Kawabe & Miura, 2006). The purpose of 

an artist is to convey the message in the most efficient way, hence, all types of proportional 

variations or additional pictorial elements can be used in order to transmit the message quickly 

and comprehensively. 

It has been argued that simplified, or iconic, images convey emotional information better 

than realistic images. In a study by Kendall et al. (2016) the experimenters used several 
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conditions of images in order to test facial recognition. The conditions varied from photos of real 

faces to rotoscope images to cartoon images. The results showed the increase of accuracy along 

with the cartoonization of the images. Similar results were obtained for emotional recognition in 

cartoon faces (Wessler & Hansen, 2021). The theory behind such findings suggests that the 

processing of iconic and realistic objects communicating emotional information is different. The 

underlying mechanisms suggest that symbolic images are more effective in their communicative 

function, being present in all sorts of advertisements, social media and other crucial industries. 

As well as that, such images are not as complicated as realistic ones, having more low-level 

features. Low- level features, for instance, contrast, have been shown to be very effective in 

facilitating emotion in faces and improving facial recognition (Gray et al., 2013; Halit et al., 

2006). 

When it comes to the question of categorization of illustrated emotions, it is not clear 

whether the categorical or dimensional approach is more appropriate. On the one hand, a lot of 

artists use the categorical approach when it comes to expressing the character’s emotions. There 

are whole guides for the illustrators based on the most prominent categorical theories, mostly 

Ekman’s theory of basic emotions (e.g., McCloud, 2006). Most of the time, it is necessary to 

make sure the emotion is interpreted only one specific way. Otherwise, the whole meaning of the 

image would be lost, and the goal of the artist would not be achieved. It becomes even more 

critical for the visual stories, for instance, in the form of comics or manga, where several images 

are used in order to convey a certain plot. In this case, misinterpretation of character’s emotions, 

feelings or states could lead to the difficulties in following the storyline. Thus, using commonly 

recognized facial features associated with specific emotions is quite beneficial for the artist. 

Furthermore, data suggests that schematic faces are processed in a feature-based manner, in 

contrast to real faces that are processed more holistically (Prazak & Burgund, 2014). At the same 

time, emotions on illustrated faces can be quite ambiguous for the viewers. Research by 

Stamenković et al. (2018) tested 24 illustrated faces expressing different emotional states. The 

authors found out that there is little consistency in recognition among the participants, even for 

highly intense illustrations. They conclude that in most cases illustrated faces are accompanied 

by corresponding body postures or gestures that significantly increase the comprehension of the 

characters’ internal states, feelings, and emotions. Thus, a dimensional approach can be 

successfully applied in the form of adding additional contextual perceptual information to the 

image. 
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Emanata 

One of the elements that helps artists to hyperbolize the emotional aspect of their images 

specifically is called emanata. It is sometimes referred to as pictorial runes (e.g., Kennedy, 

1982). These are the specific pictorial elements surrounding the character’s heads or bodies or 

being placed on top of them that code a specific emotional state (Ojha et al., 2021). They are 

typically non-mimetic and facilitate the transmission of narrative information (Forceville, 2011). 

For example, a few straight lines around a character can convey the emotion of surprise, while 

many short lines could reflect the character is deep in thought (Itou et al., 2019). Emanata is a 

specific pictorial factor when it comes to emotional recognition, since different emanata do not 

correspond to specific emotions. In fact, one symbol could mean a whole range of things, 

including emotional states, physical materials, or environment conditions. For instance, the 

symbol of drops could be used to express sweat, tears, or water (Akai et al., 2015). Previous 

research on emanata also suggests that it can be perceived differently by the viewers. A study by 

Ojha et al. (2021) used droplets, spikes, spirals and twirls presented in a comic panels format to 

clarify the roles of these pictorial elements in conveying emotional information. They found out 

that the symbols did not correlate with emotions in one-to-one manner, rather, some symbols 

were more associated with particular states (e.g., twirls were more associated with confusion). 

However, it was concluded that emanata promotes the awareness of emotional information in the 

image. Overall, emanata seems to lack the systematicity when it comes to emotional 

categorization. At the same time, research showed that some particular emanata were in fact 

associated with specific emotional states. Seno and colleagues (2013) conducted an experiment 

putting vertical or horizontal lines over illustrated faces and showed that vertical, but not 

horizontal lines increased the perception of sadness. 

In some cases emanata can be metaphoric, and this property makes it ambiguous without 

context from other emotional pictorial elements or surroundings. For example, gears around a 

character’s head that can be additionally animated in complicated movements signal the viewer 

that the character is in the middle of thinking or solving an intricate problem. However, just 

relying on emanata will not be enough to correctly identify the character’s emotion in this case. 

Thus, emanata can be described as an additional factor hyperbolizing, or intensifying an 

emotional state of a character, while not being sufficient for emotion recognition. In support of 

this claim, research by Kendall et al. (2020) involved studying face-upfix dyads that were either 

cartoons or photo images and showed that cartoon images are easier to recognize. The face and 

upfix could be congruent or incongruent, and the task was to judge the congruency of the paired 
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images. The results suggest that less resources of sustained attention are needed for information 

processing of cartoon images compared to paired photographs of real faces and objects. In 

particular, the gaze fixations on the cartoon pairs were significantly shorter, further implying the 

greater role of schematic or iconic images in efficient information processing. 

The mechanisms of emanata could be explained through the Visual Language Theory 

(VLT) introduced by Cohn (2013). In this paradigm visual images have similar elements to 

language, for instance, affixes (suffixes, prefixes, circumfixes, etc.) can be represented by 

pictorial elements surrounding character’s heads or bodies (Cohn, 2018). The lines of movement 

relate to such language elements as well. Thus, artists use graphical techniques in order to 

convey some story - they can express the character’s movements in one static image, show the 

character in the middle of experiencing some emotional state, etc. However, separate elements of 

the image are not enough on their own to complete the meaningful story. It has already been 

mentioned that emanata (as well as some body postures) can be very ambiguous in isolation and 

have potential to be interpreted differently in combination with other visual elements of an 

image. Cohn (2016) suggests that the visual language exists only when grammar is present, that 

is when images create meaningful sequences. Such grammatical structures form parallel 

architecture that is perceived holistically. Thus, perception of illustrated images relies largely on 

the context surrounding the images. 

Visual storytelling 

Contextual factors like background scenes, social situations and language play a 

significant role in emotion perception (Barrett et al., 2011). People typically judge individual 

emotional states based on the emotional states of the surrounding crowd (Griffiths et al., 2018). 

Moreover, the factors of facial expression, body posture and background scene have been 

reported to have independent and combinatorial roles in categorization of emotional information 

(Reschke & Walle, 2021). As well as perceptual contextual factors, illustrated emotions are 

almost always introduced in narrative contexts (Kukkonen, 2013). Such narrative contexts enable 

the viewer to appropriately comprehend the perceptual elements related to the emotional states of 

the character. The Kuleshov effect is interesting in this respect, since it illustrates the importance 

of the context surrounding an actor with regard to their emotional states’ perception. Lev 

Kuleshov was a director who conducted a very well-known experiment concerning editing in 

cinematography (Prince & Hensley, 1992). He edited a close-up shot with a silent actor 

conveying a neutral facial expression with different shots: a shot of a bowl of soup, a shot of a 

dead person and a shot with a young girl. Even though in all the shots the actor did not express 
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any particular emotion, and the shot itself was exactly the same, the viewers of the film 

attributed different emotional states to the actor, based on the paired shot. They perceived a 

hungry man when the shot was accompanied by the image of soup, a grieving man when the shot 

was accompanied by the image of a dead woman and a happy man when it was accompanied by 

a little girl. Thus, context on its own already has a potential to induce the perception of particular 

emotions. Of course, when the narrative context is combined with the image of an emotional 

person or a character, these factors in combination facilitate the expressed emotions even further. 

When it comes to illustrated emotions in visual narrative, a field of interactive 

storytelling games is particularly interesting. Such games allow the players to interact with the 

characters introduced in the game, make choices, and receive certain feedback depending on the 

chosen options. Such games are sometimes referred to as visual novels (Camingue et al., 2021). 

These games can be widely used in educational purposes (Camingue et al., 2020; Sullivan & 

Critten, 2014). As well as visual novels, illustrated and animated characters are used in the fields 

of artificial intelligence (Jaiswal et al., 2020). Virtual agents with natural emotional expression 

are trusted by people, and therefore, they can be successfully applied for different practical 

purposes. As well as that, illustrated and animated characters can be used in communicative 

interfaces in the form of avatars. Avatars usually represent the emotions and intentions of the 

users, helping them to better engage in online communication (Itou et al., 2019). Overall, there 

are a lot of practical applications for illustrated emotions, however, it is beneficial to study them 

not in isolation but embedded into narrative contexts. 

Problem statement 

There are several factors associated with emotional categorization for illustrated images, 

the three main ones being facial expression, body posture and emanata. It has been reported that 

those factors play significant but different roles in emotional categorization. However, the 

specific roles of these factors in combination with each other have not been experimentally 

clarified. In order to fully understand the mechanisms of illustrated emotion processing, it is 

necessary to study the role of all these factors separately as well as in combination. 

This research is aimed to differentiate all the factors mentioned above and verify their 

combined roles in experimental conditions, which has not been done before. As well as that, 

studying emotional categorization is suggested in visual storytelling context, making it more 

natural and relevant for many practical fields, including artificial intelligence, gaming and 

communicative interfaces. 
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The primary experimental hypotheses of this study are: 

1. Accuracy of emotional categorization should increase with the increase of perceptual factors 

conveying emotional information. Thus, when all the factors are combined, the categorization 

accuracy should be the highest. Emanata, being presented as the most ambiguous of all the three 

factors, is expected to cause more categorization errors. 

2. Narrative context improves emotional categorization. When contextual information is present, 

the emotional categorization is expected to be better than when it is absent. 

Method 

Participants 

There were 31 volunteers who participated in the experiment. There were 22 females and 

9 males, their age varied from 18 to 32 (M = 21.32, SD = 2.47). Some of the volunteers were 

students of HSE University and received bonus points for the “Ergonomics and Usability” course 

or “Psychology” minor for participation in the study. Another part of volunteers was recruited 

via the public page “Cognitive Partymaker” in the social network VK (https://vk.com/). The 

participants automatically participated in a raffle of a gift electronic certificate for 1000 rubles. 

All the participants were required to be 18 years old or older, have normal or corrected to normal 

vision. They confirmed that they did not have neurological or psychiatric conditions. All of them 

gave their informed consent before the experiment.  

Stimuli and design 

Seven emotions were chosen to be used in the experiment, based on the results of the 

pilot study of the stimuli material. The illustrated images of ten emotional states (anger, 

confusion, surprise, irritation, relief, fear, happiness, embarrassment, sadness, and nausea) were 

presented to the participants (31 females and 3 males; age ranged from 18 to 32 (M = 20.03, SD 

= 2.59)). They were instructed to choose the appropriate emotion from a given list for each 

illustrated image. The illustrations of nausea, confusion, and irritation were revealed to be 

confusing to the participants, and they were excluded from the further study. Hence, the 

emotions used in the experiment were: anger, surprise, fear, happiness, sadness, relief, and 

embarrassment. 

Stimuli material in the form of illustrations was created for each emotion according to the 

seven experimental conditions: facial expression, emanata, body posture, facial expression + 
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emanata, facial expression + body posture, body posture + emanata and facial expression + body 

posture + emanata. The images were created in Procreate v.526 software. They were 

16.6°×14.49° in size for images with the head only and 19.35°×19.94° for images with the body. 

The examples of the images for each condition are presented in Figure 1.  

 

 

Figure 1. Example of emotional stimuli used in the experiment. All the conditions are presented 

 

For each of the image type conditions, as well as for each emotion, contextual stories 

were created in order to introduce the narrative factor. The stories were written in a form of short 

descriptions of situations that happened to the character illustrated in the image and provided 

foundation for the further emotional reaction of the character. The emotion itself was not 

mentioned in the description. The text was put in the middle of the rectangle that was 

16.67°×10.71° in size. An example of a contextual situation description is presented in Figure 2. 
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Figure 2. Example of contextual situation description used in the experiment. The situation refers 

to the emotion of sadness. The text reads: “Nina found out about the arrival of her favorite 

musical group with a concert to her city, but all the tickets were quickly sold out. (in order to see 

Nina’s reaction, press spacebar)” 

 

Overall, there were 14 main conditions in the experiment, according to the factors of 

narrative context (absent or present) and type of emotional image (facial expression, body 

posture, emanata, facial expression + emanata, facial expression + body posture, body posture + 

emanata, facial expression + body posture + emanata). All seven emotions were used for each 

condition. All the conditions were presented to each participant (within-subject design). 

Procedure 

The experiment started with instructions being presented. The participants were explained 

the structure of the experiment and their task. As well as that, the main character involved in the 

experiment was introduced to them as Nina, a student who finds herself in various life situations. 

The participants were instructed that they would read the descriptions of these situations and 

then see Nina’s reactions to them that they would have to guess. They were also instructed that 

sometimes they would see just the reactions without the preceding story descriptions. Moreover, 

they were warned that in some cases Nina’s reactions would not be full, for instance, they would 

not see Nina’s facial expression. In these cases, the participants were instructed to guess Nina’s 
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emotion on the grounds of other presented features. If everything was clear to them, they 

proceeded by pressing the ‘spacebar’ on the keyboard. Each trial started with a rectangle being 

presented in the middle of the screen. The rectangle contained either a description of a situation 

with context for emotional reaction or an instruction to press ‘spacebar’. For the former option, 

the participants read the situation, after which the instruction to press ‘spacebar’ was presented. 

Next, the emotional reaction of the character was presented with the duration of one second. The 

time limit was introduced in order to increase the participants’ attention to the task. The picture 

of the character belonged to one of 7 emotions and one of seven conditions introduced in the 

experiment design. Subsequently, four rectangles were presented containing the names of the 

emotions that the participant would have to choose from. The participants had to choose the only 

option that corresponded to the previously presented emotion of the character and press the 

corresponding button on the keyboard. They had to press the ‘up arrow’ if they chose the upper 

option, the ‘down arrow’ if they chose the lower option, the ‘left arrow’ if they chose the left 

option and the ‘right arrow’ if they chose the right option. Then the cycle started again. The 

order of the trials was fully randomized for each participant. A schematic representation of the 

procedure is presented in Figure 3. 

The experiment was created in PsychoPy v.2022.1.2 software and run via Pavlovia 

platform (https://pavlovia.org/) for online experiments. 

 

 

 



 
 

13 
 

   

Figure 3. Procedure of the experiment. The trial represents the condition with a present 

contextual situation description, facial expression + body posture + emanata in the illustrated 

image, emotion of anger 

 

Results 

The percentages of correct answers were calculated for each condition, and the reaction 

times (RT) for each answer were measured. Two-way repeated measures ANOVA was used in 

order to reveal the role of factors “presence of contextual situation” (two levels - present or 

absent) and “image type” (seven levels - facial expression, body posture, emanata, facial 

expression + emanata, facial expression + body posture, body posture + emanata, facial 

expression + body posture + emanata), as well as their interaction. In order to further study the 

specifics of the interaction, additional rmANOVAs with pairwise comparisons using Bonferroni 

adjustment were conducted, as well as paired sample t-tests. The Greenhouse-Geisser corrections 

were always applied, when Mauchly's sphericity tests were significant. Accuracy and RT were 

analyzed separately. The analysis was made using SPSS v. 22.0.0.0. 
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Accuracy 

Two way rmANOVA revealed a significant effect of presence of the contextual situation 

factor (F(1,30) = 8.561, p = .006, ηp
2 = .222), a significant effect of the image type factor 

(F(3,104) = 7.229, p < .001, ηp
2 = .194) and a significant interaction (F(6,180) = 2.91, p = .01, 

ηp
2 = .088). The results are presented in Figure 4. Since the factor interaction was significant, 

additional paired sample t-tests were conducted in order to compare conditions with the presence 

and absence of a contextual situation for the different emotional factors. T-tests showed the 

significant differences for the images with the body posture (p = .004) and for the images with 

the body posture + emanata (p = .017). The results of t-tests are presented in Table 1. In order to 

compare different types of images, additional rmANOVAs with pairwise comparisons were 

conducted separately for the conditions with and without the contextual story description. The 

results show that when contextual story was present, the factor of image type was significant 

(F(4,111) = 5.525, p < .001, ηp
2 = .156). Accuracy was significantly lower for identifying the 

images with emanata compared to the images with body posture + emanata (p = .011) and 

compared to the images with facial expression + body posture + emanata (p = .015). For the 

trials with no context preceding the image the factor of image type was also significant (F(6,180) 

= 4.957, p < .001, ηp
2 = .142). Accuracy was significantly lower regarding emanata condition 

compared to facial expression + body posture condition (p = .015) and compared to facial 

expression + body posture + emanata condition (p = .025), moreover the accuracy was 

significantly lower in body posture condition compared to facial expression condition (p = .037), 

compared to facial expression + body posture condition (p = .039) and compared to facial 

expression + body posture + emanata condition (p = .032). The results of pairwise comparisons 

are presented in Table 2 and Table 3. 
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Figure 4. Results for accuracy. Error bars represent standard error means 
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Table 1. Results of t-tests (accuracy) for conditions with and without narrative context, the cells 

contain the descriptive statistics, p-values (p) and effect sizes (d) of t-tests.  

 narrative 

context is 

present 

narrative 

context is 

absent 

 

p 

 

d 

 

facial expression 
M = 93.55 M = 91.7 

 

.38 

 

.16 
SD = 11.57 SD = 11.53 

emanata 
M = 84.79 M = 83.41 

.63 .083 

SD = 16.88 SD = 16.12 

body posture 
M = 93.55 M = 83.87 

.004* .613 

SD = 13.72 SD = 17.59 

facial expression + emanata 
M = 91.7 M = 91.24 

.845 .03 

SD = 16.4 SD = 14.6 

facial expression + body M = 90.32 M = 94.47 
.095 .311 

posture SD = 10 SD = 15.94 

 

body posture + emanata 
M = 95.39 M = 89.4 

 

.017* 

 

.497 
SD = 10 SD = 13.79 

facial expression + body M = 96.77 M = 94 
.246 .261 

posture + emanata SD = 13.15 SD = 7.17 

* significant p-values 
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Table 2. Results of pairwise comparisons for different types of emotional stimuli in the condition 

with narrative context (accuracy), the cells contain p-values (p). 

  

 

facial 

expressi 

on 

 

 

 

emanata 

 

 

body 

posture 

 

facial 

expressi 

on + 

emanata 

 

facial 

expressi 

on + 

body 

posture 

 

body 

posture 

+ 

emanata 

facial 

expressi 

on + 

body 

posture 

+ 

emanata 

facial expression -       

emanata .295 -      

body posture > .99 .169 -     

facial expression 

+ emanata 

> .99 > .99 > .99 - 
   

facial expression 

+ body posture 

> .99 > .99 > .99 > .99 - 
  

body posture + 

emanata 

> .99 .011* > .99 > .99 .116 - 
 

facial expression 

+ body posture + 

emanata 

 

.68 

 

.015* 

 

> .99 

 

.529 

 

.056 

 

> .99 

 

- 

* significant p-values 
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Table 3. Results of pairwise comparisons for different types of emotional stimuli in the condition 

without narrative context (accuracy), the cells contain p-values (p). 

  

 

facial 

expressi 

on 

 

 

 

emanata 

 

 

body 

posture 

 

facial 

expressi 

on + 

emanata 

 

facial 

expressi 

on + 

body 

posture 

 

body 

posture 

+ 

emanata 

facial 

expressi 

on + 

body 

posture 

+ 

emanata 

facial expression -       

emanata .077 -      

body posture .037* > .99 -     

facial expression 

+ emanata 

> .99 .308 .383 - 
   

facial expression 

+ body posture 

> .99 .015* .039* > .99 - 
  

body posture + 

emanata 

> .99 .632 > .99 > .99 > .99 - 
 

facial expression 

+ body posture + 

emanata 

 

> .99 

 

.025* 

 

.032* 

 

> .99 

 

> .99 

 

> .99 

 

- 

* significant p-values 

 

Reaction time 

Two way rmANOVA revealed a significant effect of presence of the contextual situation 

factor (F(1,30) = 19.809, p < .001, ηp
2 = .398), a significant effect of the image type factor 

(F(4,118) = 8.183, p < .001, ηp
2 = .214) and a significant interaction (F(4,124) = 4.371, p = .002, 

ηp
2 = .127). The results are presented in Figure 5. Since the factor interaction was significant, 

additional paired sample t-tests were conducted in order to compare conditions with the presence 

and absence of a contextual situation for the different emotional factors. T-tests showed the 

significant differences for the images with facial expression (p = .011), emanata (p = .006) and 
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body posture (p = .003). The results of t-tests are presented in Table 4. In order to compare 

different types of images, additional rmANOVAs with pairwise comparisons were conducted 

separately for the conditions with and without the contextual story description. The results show 

that when contextual story was present, the factor of image type was significant (F(4,132) = 

3.018, p = .017, ηp
2 = .091). RT was significantly higher in emanata condition compared to facial 

expression + body posture condition (p = .028). For the trials with no context preceding the 

image the factor of image type was also significant (F(4,113) = 8.36, p < .001, ηp
2 = .218). RT 

was significantly higher in emanata condition compared to facial expression + body posture 

condition (p = .001), body posture + emanata condition (p = .003) and facial expression + body 

posture + emanata condition (p < .001), moreover RT was significantly higher in body posture 

condition compared to facial expression + body posture + emanata condition (p = .022). The 

results of pairwise comparisons are presented in Table 5 and Table 6. 

 

 

Figure 5. Results for RT. Error bars represent standard error means 
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Table 4. Results of t-tests (RT) for conditions with and without narrative context, the cells 

contain the descriptive statistics, p-values (p) and effect sizes (d) of t-tests. 

 narrative 

context is 

present 

narrative 

context is 

absent 

 

p 

 

d 

 

facial expression 
M = 2.05 M = 2.47 

 

.011* 

 

.408 
SD = 0.91 SD = 1.13 

emanata 
M = 2.6 M = 3.35 

.006* .468 

SD = 1.65 SD = 1.57 

body posture 
M = 2.08 M = 3.08 

.003* .544 

SD = 1.41 SD = 2.18 

facial expression + emanata 
M = 2.27 M = 2.27 

.945 .004 

SD = 1.84 SD = 2.04 

facial expression + body M = 1.98 M = 2.15 
.228 .145 

posture SD = 1.26 SD = 1.12 

body posture + emanata 
M = 2.06 M = 2.17 

.478 .092 

SD = 1.1 SD = 1.26 

facial expression + body M = 2.05 M = 1.93 
.514 .094 

posture + emanata SD = 1.25 SD = 1.31 

* significant p-values 
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Table 5. Results of pairwise comparisons for different types of emotional stimuli in the condition 

with narrative context (RT), the cells contain p-values (p).  

  

 

facial 

expressi 

on 

 

 

 

emanata 

 

 

body 

posture 

 

facial 

expressi 

on + 

emanata 

 

facial 

expressi 

on + 

body 

posture 

 

body 

posture 

+ 

emanata 

facial 

expressi 

on + 

body 

posture 

+ 

emanata 

facial expression -       

emanata .27 -      

body posture > .99 .117 -     

facial expression 

+ emanata 

> .99 > .99 > .99 - 
   

facial expression 

+ body posture 

> .99 .028* > .99 > .99 - 
  

body posture + 

emanata 

> .99 .138 > .99 > .99 > .99 - 
 

facial expression 

+ body posture + 

emanata 

 

> .99 

 

.146 

 

> .99 

 

> .99 

 

> .99 

 

> .99 

 

- 

* significant p-values 
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Table 6. Results of pairwise comparisons for different types of emotional stimuli in the condition 

without narrative context (RT), the cells contain p-values (p). 

  

 

facial 

expressi 

on 

 

 

 

emanata 

 

 

body 

posture 

 

facial 

expressi 

on + 

emanata 

 

facial 

expressi 

on + 

body 

posture 

 

body 

posture 

+ 

emanata 

facial 

expressi 

on + 

body 

posture 

+ 

emanata 

facial expression -       

emanata .057 -      

body posture > .99 > .99 -     

facial expression 

+ emanata 

> .99 .055 .363 - 
   

facial expression 

+ body posture 

> .99 .001* .07 > .99 - 
  

body posture + 

emanata 

> .99 .003* .103 > .99 > .99 - 
 

facial expression 

+ body posture + 

emanata 

 

.057 

 

< .001* 

 

.022* 

 

> .99 

 

> .99 

 

> .99 

 

- 

* significant p-values 

 

Discussion 

Based on the results of the participant’s accuracy there was a general trend of accuracy 

decrease when the narrative context was omitted. The significant differences for the context 

factor were obtained for the conditions of body posture and body posture + emanata. Hence, the 

factors of body posture and emanata seem to not be sufficient for accurate emotional 

categorization. Additional information, like the introduced contextual story, helps the 

participants’ recognition. The comparison of different types of images shows that emanata is the 



 
 

23 
 

most ambiguous factor both when context is present and absent. It corresponds with the previous 

research that argues the lack of systematicity in emanata (e.g., Ojha et al., 2021). Emanata on its 

own does not really help the emotion recognition since it can be used in many various situations. 

However, the hypothesis that addition of emanata improves the emotional categorization did not 

find the confirmation. Conditions with combinations of different factors were generally similar 

in accuracy patterns. One explanation could be that the accuracy was quite high, and there was a 

significant overlap of different conditions. If accuracy is above 80% for the most ambiguous 

condition, then the task was pretty easy on its own, and so there was no place for significant 

improvements of participants’ performance. At the same time, high accuracy could reflect the 

hypothesis that illustrated emotional states are generally better processed than realistic ones. The 

schematic appearance of the images, compared to how real people look, could facilitate the 

emotional signals conveyed by the illustrations. It is interesting that when there was no context, 

the body posture factor was not as helpful as other factors, the accuracy dropped to the same 

level as emanata. This result goes against the findings by Atkinson et al. (2007) and de Gelder 

(2009) who argued that body has potential to transmit emotional information with the same 

precision as face or even better. In this study emotional categorization by body posture was 

significantly less accurate than by facial expression. Therefore, facial expression seems to play a 

more significant role than body posture in illustrated emotions processing, at least in the absence 

of the narrative context. 

Reaction time reflected the relevance of the narrative context for the conditions of facial 

expression, body posture and emanata. In case of context absence, it took the participants 

significantly more time to choose the emotional state of the character. Thus, it takes more 

cognitive resources to complete the categorization without any additional narrative elements. At 

the same time, since there were no significant differences for the other conditions, the 

combination of different perceptual factors facilitates the processing of emotional signals, 

increasing the speed of decision making. When the contextual information was present, RT was 

generally similar conditions, and the images with only emanata were categorized longer. It 

corresponds with the findings for accuracy, suggesting little role of emanata as a separate factor 

in illustrated emotions recognition. Furthermore, similarly to accuracy, when the context was 

absent, not only emanata but also the body posture factor increased the RT. Body posture and 

emanata were not as specific as other factors or their combinations, and the emotions could not 

be as easily identified. 

To take everything into consideration, the hypotheses of this experimental study were 

only partially confirmed. As can be seen from the graphs, the factor of emanata was the most 
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ambiguous, since the accuracy in this condition was the lowest, and the RT was the highest. 

Emanata does not correspond to specific emotions, therefore, in isolation from other information 

the judgment becomes more complicated. Similarly to emanata, body posture is not sufficient for 

the precise emotional categorization, but only when there is no narrative context. At the same 

time, the condition where all the factors were combined reflected the highest accuracy and the 

lowest RT. Thus, the combination of all the pictorial factors indeed leads to enhanced emotional 

recognition. The combinations of other factors did not show significant differences in the 

experimental conditions, so it is hard to make clear conclusions about the roles of separate 

combinations in emotional categorization. The narrative context played a significant role in the 

categorization of illustrated emotions, but not for all the factors. The results indicate that 

background narrative can improve the categorization when the present pictorial factors are 

ambiguous or when they are presented in isolation from other factors. 

There are a few limitations in this experimental study. Firstly, too many factors were used 

at the same time, which probably caused the overlap of different conditions in the results. The 

further research in this particular area should focus on specific factors or specific combinations, 

rather than on them altogether. It could bring more light to the specifics of the underlying 

mechanisms of illustrated emotions perception. Moreover, since the task was rather easy for the 

participants, some modifications should be made for the further research. For example, the 

presentation time of the emotional stimuli could be decreased (in terms of milliseconds), so that 

the primary factors necessary for emotional categorization could be clarified. Finally, just 

behavioral experiments do not give the full information about how perceptual information is 

processed and how attentional mechanisms work. Accuracy and RT could be not enough to 

really separate different conditions in the experiment. It would be beneficial to involve the eye 

tracking method in order to identify the main areas of interest for the illustrated images. It could 

be the case that emanata are not paid attention to at all, and that is why adding this pictorial 

element to the image does not improve the performance, as it was reported in this study. 

Conclusion 

The research was focused on revealing the specifics of emotional categorization of 

illustrated images in the context of visual storytelling. Three primary factors associated with 

illustrated emotions were introduced: facial expression, body posture and emanata. As well as 

that, the role of contextual information, in particular, visual narrative context, was discussed in 

addition to its practical value. 
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In order to experimentally study the proposed topic, illustrated material was created with 

the separation and combination of all the three perceptual factors. The stimuli were first tested in 

the pilot study and then modified for the main experiment. Seven experimental conditions, 

represented by the types of illustrated images were varied. As well as that, for each emotion and 

for each condition contextual stories were created in order to introduce the narrative context 

factor. 

The results revealed that while contextual factor was significant, it improved emotional 

recognition only for originally ambiguous factors. These factors were emanata and body posture. 

It took more time to identify images with only those elements presented, and the accuracy was 

significantly lower. At the same time, the combination of all the three perceptual factors 

seemingly improved the recognition of illustrated emotions. Thus, additional pictorial and 

contextual details can be successfully applied in various fields utilizing illustrated or animated 

characters in order to improve the experience of the users. However, the results of the 

experiment did not reveal the roles of combinations of perceptual factors, and this should be the 

focus of the follow-up research. 
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