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Introduction

1.1 Topic, Content, and Structure of the Work

Large language models are the flagship approach in solving natural language
processing and artificial intelligence tasks. Such models are equipped with
mechanisms that map contexts (sequences of words or tokens) into a vector space.
Context vectors serve as informative features when solving various machine learning
tasks. Systems built in this manner demonstrate high performance in specific tasks1

[1; 2] and achieve results comparable to human performance in general artificial
intelligence tasks [3; 4]. A significant number of applied products are also based on
large language models [5; 6].

One of the key factors that make large language models unique is their
ability to be fine-tuned based on large data collections. Due to the large amount
of training data used (training corpora for language models can reach hundreds of
gigabytes), language models are capable of accurately processing complex linguistic
patterns and generating naturally sounding texts. Pre-training on massive text
corpora is sufficient for these models to solve a wide range of downstream tasks with
minimal fine-tuning [7; 8]. Thus, pre-trained language models are used to tackle a
broad spectrum of tasks such as sentiment analysis, named entity recognition, text
classification, and machine translation. There is a growing popularity of language
models offered as standalone services (similar to systems like Instruct GPT [9], GPT4
[10], and GigaChat [11]). The use of large language models provides an increase in
quality even in non-textual data processing algorithms (video, audio, tabular data)
for solving multimodal tasks [12; 13].

The widespread application of language models sparks a particular interest in
their predictability and justification of their behavior. Explainability of these systems
is crucial for assessing the risks associated with their application. Additionally,
the ability to systematize patterns in model behavior is potentially useful for
their enhancement: language model training requires extensive resources and thus
relies on multifaceted preliminary analysis. Systems used repeatedly in language

1https://www.dialog-21.ru/evaluation/

https://www.dialog-21.ru/evaluation/
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processing tasks rely on previously assimilated knowledge in the form of billions
of numerical variables. This format of information representation complicates the
explanation and prediction of their behavior. Consequently, the interpretation of
knowledge representation in neural network models for natural language processing
becomes relevant. The term “knowledge” here and onwards is understood in the
same sense as used in knowledge graph methodologies, stemming from relational
semantic structures: a pair <terms, a set of semantic relations between them>,
reflecting an extra-linguistic reality of an ontological or encyclopedic nature. In the
experiments conducted within the scope of the dissertation research, knowledge will
be represented as a set of structures in the form of <relationship/predicate type, its
participants>, or similar ones. The resource Wikidata has been chosen as the source
of such data.

Research towards explaining the behavior of constructed language models
is conducted in directions involving assessing and interpreting model behavior in
specific tasks, as well as it has been conducted towards a general interpretation of
such systems using probing techniques (investigating the relationship between the
behavior of individual model elements and some property of processed data). The
majority of probing studies are concentrated on analyzing the models’ acquisition
of language grammar, while semantic probing is less frequent.

The Objective of this work is to interpret linguistic and extra-linguistic
knowledge accumulated in language models.

To achieve the set goal, it became necessary to solve the following Tasks:
1. Analysis and systematization of relevant research directions, methods, and

tools for interpreting language models, their key findings, and weaknesses.
2. Determination of data requirements necessary for conducting interpretation

research on knowledge in language models.
3. Development of a methodology for conducting interpretation research on

knowledge in language models based on the conducted domain review and
established data requirements.

4. Verification of the applicability of the layered language model to analyze
language representation in neural network models.

5. Conducting semantic and syntactic interpretation of language models.
6. Conducting extra-linguistic interpretation of language models.
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7. Publication of interpretation tools and knowledge research in language
models in open access, implementing the embodiment of the methodology.

Key Points for Defense:
1. Among the existing techniques for structural interpretation of language

models, the predominant majority of works are dedicated to interpreting
grammatical structures that arise in the models. The embodiment of
semantic structures and structures describing knowledge in language models
remains underexplored.

2. To conduct research addressing this gap, annotating hidden structures in
texts proves useful. Sources for such annotation can include both linguistic
resources (e.g., sketches annotated with semantic roles) and more general
resources (knowledge graphs correlated with texts).

3. The behavior of various segments of the neural network is correlated
with the presence of different types of predicates encoding knowledge.
For semantically similar predicates, the neural network segments show the
highest correlations.

4. To ensure comparability of interpretation results across different language
models, often belonging to different languages, a toolkit standardizing the
conduct of such research is necessary.

Scientific Novelty:
1. For the first time, approaches based on semantic roles and knowledge graphs

are applied to interpret language models.
2. A methodology for explicitly analyzing attention heads specialization in

language models is proposed for the first time.
3. The hierarchy of predicate types populating the knowledge graph was

determined for the first time by interpreting the language model in a
deterministic manner.

The Scientific Significance of the research is driven by the development of
a methodology applying a rich theoretical linguistics toolkit to interpret semantic
information and knowledge extracted from language models. The contribution also
lies in devising an approach for a deterministic method to construct hierarchies of
relationship types present in knowledge graphs.

Practical Significance of the research is ensured by the publication
and repeated use in research work of an open toolkit that allows for unified
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conduct of multiple interpretation studies on language models. Specifically, the
interpretation study of the BLOOM model [14], conducted using this toolkit,
enabled the identification of strengths and weaknesses of the multilingual model
and characterized the model’s multilingualism from a linguistic theory standpoint.

The Reliability Level of the obtained results is ensured by successful
publication in journals and peer-reviewed conference proceedings. The findings align
with results obtained by other researchers, contributing to the evolving scientific
discourse on interpreting neural network language models.

Work Validation is ensured by the successful application of the obtained
results by the scientific community in subsequent research [14].

1.2 Interpretation of Language Models

In recent years, research aimed at interpreting language models has gained
significant popularity. In 2022, at one of the largest conferences dedicated to natural
language processing, EMNLP 2022 [15], the field of interpreting “black-box” models
became the largest in terms of publication volume [16].

Works such as [17] and [18] provide reviews of the area of interpreting
language models from the perspective of reflected language structures. These reviews
encompass a broad spectrum of interpretation studies focusing on grammar and
language typology diversity. However, semantic resources and knowledge graphs
are applied much less frequently in these studies. Addressing this issue are the
research and developments described in works [18], [17], [19], [20], [18], [21], [22],
[14], presented respectively in the appendices to this work.

1.2.1 Review of Approaches to the Problem of Interpreting Language
Models

Many remarkable abilities of large language models stem from the neural
network having already identified the regularities needed to solve practical tasks
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before it is applied to the task itself [23]. In classical machine learning, tasks are
solved in a different order: dependencies are first annotated in the data, then the
model is trained on these, and only after that it becomes suitable for solving the
target task. One way to explain the premature presence of useful abstractions and
systemic characteristics in large neural network language models is the concept
of self-organization. This concept suggests that complex systems tend to develop
ordered patterns through the interactions of their components [24]. The concept of
self-organization is used to systemically describe the workings of the human brain
[25] and the behavior of biological species living in societies, such as ants [26].

A significant area of current research is devoted to interpreting language
models from a linguistic perspective. The motivation behind such studies is to
understand to what extent models “understand” language, or more precisely, to
what level of generalization the model’s language representations coincide with the
generalizations and theoretical constructs accepted in theoretical linguistics. It is
important to note that both the conceptualization of language performed by the
model and the conceptualizations accepted by linguists are constructs and do not
have material analogs in the world. Analyzing the regularities governing the behavior
of language models, researchers often resort to probing: searching for connections
between the behavior of neural network elements and properties of processed data.
The aim of such studies is to establish the level at which the model internalizes
specific levels of language (e.g., morphology, syntax, or discourse in a hierarchical
model of language levels [27]). One possible direction of such research is to analyze
how linguistic structures represent the syntagmatic and paradigmatic mechanisms
of language in the models’ knowledge. Sometimes [28], researchers presume that the
ability to identify such structures indicates the models’ approximation to human­
level expertise in practical tasks.

Putting in order various studies on probing structural interpretation of
language models, [29] distinguishes three stages (most works correspond to the first
two stages) in the development of probing research: “behavioral,” “correlational,”
and “invasive” probing. These paradigms naturally progress in stages.

In the behavioral probing stage, researchers establish the fact of a language
model’s awareness of a certain property. During the correlational probing stage,
specific regions — groups of weights (often entire layers of weights) — whose behavior
notably correlates with the investigated property are identified. For instance, in the
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work by [30], authors identified neurons in a computer vision model that exhibited
high activation specifically when processing images of heads.

During the invasive probing stage, the identified regions undergo more in-depth
investigation: the weights identified by correlational probing are modified, and the
behavior of the resulting model is compared to the behavior of the original model.
This approach provides a visual representation of the relationship between individual
elements of the language model and the properties of the processed data but is largely
complementary to correlational research.

Probing tasks enable the measurement of linguistic awareness in model regions
such as layers [31] or groups of neurons [32]. Measurement occurs as follows: an
external model attempts to establish a connection between a pre-annotated dataset
and records of the behavior of a certain part of the neural network model on it. The
easier it is to establish such a connection, the more the behavior of the investigated
part of the neural network correlates with the annotated property in the data.
Usually, the external model acts as a classification model, reconstructing annotations
in the text based on the behavior of the neural network model. In this case, the
researcher’s attention is directed at the performance quality of this external model.
The external model is called the probing model, and the process of conducting such
experiments is termed probing. Datasets [33], accompanied by linguistic annotations
for probing language data, are termed probing datasets.

Existing probing datasets cover a wide range of linguistic features in texts,
such as token parts-of-speech and syntactic parse trees. Thus, probing experiments
suggest that the sought-after structure or linguistic property is indeed encapsulated
within specific regions of the model. This allows further characterization of language
models’ ability to solve tasks related to language and linguistics specifically [34—37].
Studies relying on probing methods that indicate linguistic specializations in neural
network segments include works like [31; 33; 38—44]. In these studies, researchers
aimed to determine how semantic and grammatical knowledge is encoded in language
models.

Syntactic and morphological probing involve tasks related to establishing the
grammatical structure of texts based on vector representations generated by the
model. Semantic probing tasks involve reconstructing word meanings, semantic
relationships, or facts from a knowledge base using vector representations.
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Early methods in this field, relying on part-of-speech and morphologically
annotated probing datasets [38], enabled the establishment of what syntactic
information can be encoded in layers of language-processing neural network models.
Later methods allow for a more explicit determination of whether it’s possible to
reconstruct entire syntactic trees of texts based on the internal representations of
pre-trained models.

For instance, in [43], a structural probing method was introduced to establish
hierarchical tree-like structures from language vector representations. The results
of applying this method to various large transformer models suggest that certain
intermediate computations in such models are associated with the extraction of
hierarchical structural properties in texts. (This general formulation is used due to
the lack of explicit correlation with syntax theory.)

A separate line of research focuses on probing experiments with models in
different languages. In [45], syntactic hierarchical generalizations made by models in
various languages were identified using the structural probing method. In another
work, [46], a methodological framework for multilingual morphosyntactic probing
comprising 15 distinct tasks aimed at different languages was proposed. Studies
based on this framework revealed that cross-linguistic typological regularities can
be identified through probing experiments.

The probing methodology has also been applied to determine semantic
information in vector representations produced by individual model components.
Methods based on reconstructing semantic annotations from context illustrate the
ability of contextual representations to disambiguate multiple meanings of a word
represented by a single semantic vector [47]. Using a similar method, [39] conducted
a layer-wise experiment on semantic class annotation recovery, revealing that higher
layers of models outperform others in solving semantic tasks. However, probing
relationships proposed in [31] indicated that semantic tasks yield lower probing
task results compared to grammatical ones. The attention mechanism in today’s
popular transformer neural network architecture weighs all possible word-to-word
connections in a sentence, computes weights, and uses them for text vectorization
and subsequent language modeling task resolution. The differentiation of semantic
and syntactic influences on computing these connection weights is challenging due
to the scarcity of works on semantic probing tasks [21; 48]. Hereafter, we describe
an approach to semantic probing designed to address such imbalance.
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1.2.2 Interpreting Knowledge Representations in Language Models

In this work, we employ semantic probing based on the annotation of semantic
relations. Semantic relations and the associated terms describe extralinguistic reality.
Such encyclopedic or ontological descriptions form the knowledge investigated in our
work using probing methods. Semantic probing tasks formulated based on knowledge
graphs (tasks related to semantic relations and their participants) bear similarity to
syntactic probing tasks (tasks related to predicates and their dependents).

Before conducting semantic probing, experiments [18] were conducted to
justify the appropriateness of a layered language model in interpreting models.
Subsequent research aligns with the behavioral and correlational stages of the
three-stage probing investigation. In [19], behavioral probing aimed to establish
the models’ ability to correctly process relations presented in texts. However, the
dataset formed at this stage proved excessively granular for conducting correlational
probing. In [20], a more extensive dataset based on a knowledge graph is formulated,
representing simpler semantic regularities.

The tools developed for experiments in [20], [19], and [18] formed the basis
of a framework allowing researchers to conduct diverse probing studies involving
relations in neural networks.

Justification of the Appropriateness of the Layered Language Model in
Probing Research

In the study by [21], probing was conducted within the context of a layered
language model. Correlational probing tasks representing morphological, syntactic,
and discourse levels of language were posed to models at different stages of
their training. This chronological analysis involved two models: BERT and T5,
corresponding to encoder and encoder-decoder architectures, respectively. Twelve
probing tasks were adopted from existing works—SentEval [33], Morph Call [18],
DisSent [49], DiscoEval [50], and BLiMP [51]—to ensure result comparability:
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– Subject number (SentEval): Grammatical probing task for binary
classification on the subject’s number.

– Person (Morph Call): Grammatical probing task for binary classification on
the presence of person markers.

– Tree depth (SentEval): Grammatical probing task on the depth of parsing
trees formulated in terms of classification.

– Top constituents (SentEval): Grammatical probing task to determine the
main constituent in a sentence.

– Connectors (DisSent): Discourse probing task on restoring missing
prepositions between pairs of sentences.

– Sentence position (DiscoEval): Discourse probing task on correctly ordering
a sentence among four other sentences.

– Penn Discourse Treebank (DiscoEval): Discourse probing task on
reconstructing discourse relations between Penn Treebank entities.

– Discourse coherence (DiscoEval): Discourse probing task to determine
paragraphs with mixed sentences.

Thus, analyzing the quality of solving probing tasks allows drawing conclusions
in favor of the appropriateness of a hierarchical language model in probing the
language models. An explicit separation between morphology and syntax cannot be
achieved, but grammatical and discourse knowledge of the models are consistently
differentiated. The models show similar results in solving tasks despite differences
in architectures and achieve final quality in grammatical probing tasks at the very
beginning of training: over the first 100,000 iterations. Subsequently, the quality
of solving these tasks remains at the achieved level. Discourse tasks prove to be
much more challenging for the models: their quality steadily increases throughout
the observed training period. The Adjunct Island and Top constituents tasks are
poorly designed, and the models’ unstable behavior on them might indicate an
inappropriate choice or quantity of data.

Grammatical levels of the language (syntax and morphology) turned out to
be difficult to distinguish through probing language models, while the separation
between grammatical and ungrammatical levels is evident. Further, we explore
both the interaction between semantics and grammar and consider semantics in
an extralinguistic context.
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Рис. 1.1 — Results of experiments on BERT’s acquisition of language levels. The
figure displays the quality of solving probing tasks by models at different stages of

training these models. Grammatical tasks are solved well starting from
approximately 100,000 iterations, while the quality of solving discourse tasks

gradually improves throughout the entire training of the models.
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Semantic-Syntactic Interpretation of Language Models

Within the scope of the work [19], a competition was conducted where
participants were tasked with automatically assigning sentences to semantic sketches
using language models. Semantic sketches (hereafter "sketches") are generalized
lexicographic portraits where dependent words are classified based on their
grammatical relationships: for dependent children, it is indicated whether they serve
as a specifier, subject, object, or correspond to another syntactic role. Representing
such information in a table format with popular placeholders for syntactic roles
allows the construction of a semantic portrait of the corresponding predicate.

Sketches allow for a more precise investigation of the contribution of non-core
arguments to the predicate. For instance, the Locative, a typical circumstantial
adjunct, is an obligatory participant for verbs with spatial meanings, such as ’to be
located’. It’s the locative that enables the differentiation of various meanings of the
verb ’to be’, while the subject proves to be much less informative for conducting
such differentiation. Semantic sketches are illustrated in Figure 1.2.

Conducting research to establish the models’ ability to relate sentences
to sketches corresponding to their head predicates allows us to assess whether
the models possess the capability to consider semantics in the context of word
relationships. The baseline solution provided to participants matched sentences and
sketches by searching for words dependent on the sentence predicate in the sketch
tables.

This baseline solution, along with subsequent solutions proposed by
participants, was based on the RuBERT language model [52].

Baseline Solution Algorithm For a given context ctx, the sketch sketch was
selected based on ranking using the following masking mechanism:

1. Initially, syntactic analysis was performed using the UDPipe solution ([53])
to find elements directly dependent on the main predicate in the sentence.

2. For each dependent element, the top N candidates for replacement RepN
dep

were remembered.
3. Candidates selected in the previous step were intersected by lemmas

MLMN
ctx =

⋂︀
dep∈ctx

Rep𝑁𝑑𝑒𝑝.
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Рис. 1.2 — Semantic sketches corresponding to non-locative and locative meanings
of the verb ’to be’
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4. The score Score of the sketch was calculated as the number of tokens
that appeared in the intersection of the sketch representation with the
remembered replacements:

Score (sketch,ctx) =
⃒⃒
MLM1000

ctx ∩ Tokenssketch
⃒⃒

Participant Solutions Analysis The systems participating in the competition
were based on approaches that required retraining language models to solve tasks, as
well as, particularly relevant from the perspective of interpreting language models,
systems based on using systems without any training.

One of the participant systems disregarded the structure of sketches, naively
converting the sketch table into a sequence, vectorizing such text to obtain a sketch
vector. The sketch vectors were compared to sentence vectors based on cosine
similarity between them.

Another system, surpassing the former, proposed an approach based on
generating predicates corresponding to their sketches. To generate such hypotheses,
templates motivated by the structure of semantic roles in predicates were used.

For the given semantic sketches, the concealed predicate was initially
reconstructed. For this purpose, a technique borrowed from classical methods of
resolving homonymy was used — template-based generation. An example of such
a template might be "[MASK] to school,"suggesting the verb "go"as a probable
predicate in place of the mask. By matching the obtained predicates with sentences,
the relationship between sentences and sketches itself was reconstructed.

Thus, it appears that models do indeed pay attention to semantic relationships.
However, the relatively modest improvement in quality suggests that semantic
connections are highlighted by models in ways significantly different from how they
are represented in annotated data sources.

Probing Models for Ontologies

The article [20] presents experiments and analytical insights from a
correlational probing study of language models using BERT as an example. The work
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draws inspiration from the findings of [54], an approach to automatically assigning
words to ontologies. The authors of [54] demonstrate the ability of large language
models to solve the problem of homonym disambiguation by referring to data sourced
from wikidata [55].

To establish how relational semantic and factual knowledge is embedded
within a language model, an approach comprising multiple stages was proposed.
In the first stage, an algorithm was developed to perform relation extraction in
texts. The algorithm intentionally relies on straightforward approaches and involves
sequentially solving two classification tasks: initially filtering from all possible triples
in the text those that potentially represent a semantically correct triplet <subject­
predicate-object>, and then attributing the selected triples to specific types of
semantic relations. Both layer activations of the model and activations of the
attention heads forming these layers were experimented with for vectorizing token
triples.

The analysis of the components of the described system allowed determining
the degree of specialization of each attention head on each type of relationship: earlier
layers of the model were found to be more informed about semantic relationships. By
observing the behavior of the inter-token attention mechanism, it might be possible
to ascertain whether the tokens under consideration are involved in any semantic
relationship and even identify the nature of that relationship. Attention heads do not
exhibit specialization for specific types of relationships, providing varying degrees
of informativeness in establishing each relationship type. However, it is precisely
this difference in the degrees of informativeness of attention heads that allows
grouping relationship types. Representing such grouping as a tree via agglomerative
clustering (Figure 1.2) indicates a trend towards merging similar relationship types.
An interesting observation is that the hierarchy of relationships presented in the
Wikidata resource differs from the one computed using the deterministic approach
described. Nonetheless, the use of information from the computed hierarchical
connections for the task of identifying semantic relationships in text proves to be
more useful than providing information about relationships based on Wikidata.
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notable work (P800)
named after (P138)

award received (P166)
member of (P463)

nominated for (P1411)
participant in (P1344)

educated at (P69)
winner (P1346)

member of sports team (P54)
home venue (P115)

league (P118)
sport (P641)

currency (P38)
part of the series (P179)

country (P17)
date of first performance (P1191)

publication date (P577)
highest point (P610)

official language (P37)
date of official opening (P1619)

head coach (P286)
drafted by (P647)

member of political party (P102)
history of topic (P2184)

architect (P84)
record label (P264)

producer (P162)
start time (P580)
instance of (P31)

followed by (P156)
located in/on physical feature (P706)

spouse (P26)
head of government (P6)

chairperson (P488)
legislative body (P194)

family (P53)
inception (P571)

cast member (P161)
performer (P175)

composer (P86)
developer (P178)

distributed by (P750)
original broadcaster (P449)

director (P57)
screenwriter (P58)

author (P50)
editor (P98)

designed by (P287)
creator (P170)

student of (P1066)

made from material (P186)
country of citizenship (P27)
subclass of (P279)
discoverer or inventor (P61)
based on (P144)
has cause (P828)
owned by (P127)
operator (P137)
manufacturer (P176)
parent organization (P749)
location of formation (P740)
founded by (P112)
place of birth (P19)
shares border with (P47)
capital (P36)
place of death (P20)
contains administrative territorial entity (P150)
has part (P527)
track gauge (P1064)
mouth of the watercourse (P403)
part of (P361)
industry (P452)
movement (P135)
place of burial (P119)
date of birth (P569)
date of death (P570)
operating system (P306)
child (P40)
father (P22)
mother (P25)
occupation (P106)
writing system (P282)
instrument (P1303)
continent (P30)
headquarters location (P159)
genre (P136)
religion (P140)
conflict (P607)
crosses (P177)
platform (P400)
tributary (P974)
drug or therapy used for treatment (P2176)
use (P366)
located in the administrative territorial entity (P131)
location (P276)

Рис. 1.3 — Agglomerative clustering of relationships. Through probing the BERT
model to determine semantic relationships, areas of the model especially crucial for

defining each relationship were identified. Comparative analysis of these crucial
areas for each relationship allowed grouping relationships based on the similarity of

their critical areas. The resulting grouping is represented in the figure as an
agglomerative clustering of relationships. Semantically similar relationships are

determined to fall into the same or closely related clusters (e.g., relationships like
"founded by,location of formation,place of birth").
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1.3 Conclusion

This dissertation research presents, applies, and makes accessible the
methodology of probing knowledge in neural network language models. One of
the side effects of developing this methodology was the emergence and widespread
availability of tools that enable the probing of language models.

The probing study of knowledge (semantic structures and relationships)
was conducted in two stages. In the behavioral probing stage, the fundamental
importance of various semantic roles for language models was identified,
corresponding to these roles as the models are contextual. This investigation was
carried out using a set of semantic sketches accompanied by lists of typical fillers
for semantic roles. This allowed us to confirm that if the properties of texts are
described in terms of relationships and their participants, a connection between
these text properties and model behavior can be observed.

During the correlational probing stage, direct interpretation of knowledge
representation in models was performed. Instead of semantic sketches, named
relations from the ontological model WikiData were used. Language models were
examined for the presence of structures responsible for facts outlined in the
framework of two-place semantic predicates. It was shown that segments with
selective specialization are absent at both the level of model layers and at a more
detailed level of attention heads constituting these layers. Analyzing the attention
head specialization of language models on types of WikiData predicates allows
for organizing a hierarchy of these predicates systematically and points out the
inconsistency in the existing subjective hierarchy.

The toolkit underlying the methodology of the conducted research has proven
convenient for conducting other studies on interpreting the behavior of language
models. It has been presented as a system for interpreting language models, detailed
in our published work [22]. This system enables researchers to conduct a large
number of experiments (hundreds and thousands) on interpreting language models
and analyzing their results, all presented in a unified format and interface. The
system was applied in interpreting a new language model called BLOOM (the
experiments are detailed in our published work [14]), helping establish the limits
of generalizing grammatical abilities of a language model to unfamiliar languages.



18

Existing large language models serve as the foundation for an increasing
number of practical systems and research endeavors. However, the practical
application and research of these models are hindered by the inability to explain
the exact reasons behind the results generated by such models. One technique
to organize such a degree of uncertainty is through probing interpretation in
the context of known structural descriptions of the models’ application domain.
However, structural descriptions of knowledge have not previously been used in the
context of model interpretation. The proposed methodology of probing studies, as
developed and tested in this work, provides a theoretical foundation and toolkit for
future research.
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