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Statement of the stochastic recovery problem. This dissertation is devoted to the

theory of stochastic recovery. The stochastic recovery is usually understood as fol-

lows:

i) there is an unknown scalar function with values observed with random errors;

ii) the problem is to construct the best estimator of this function in terms of some

optimality criterion.

The dissertation considers the stochastic recovery problem under following con-

ditions:

i) the unknown scalar function is defined on the finite-dimensional compact set

and is square integrable in the sense of the Lebesgue measure;

ii) the errors are the family of random scalar functions defined on the same finite-

dimensional compact set as the estimated function;

iii) the observations are the family of scalar functions where each element is the

additive mixture of this unknown function with error function, and it is possible

to make an observation at every point of aforementioned compact set;

iv) the optimality criterion is the minimum standard deviation of the estimator for

the unknown function.

The degree of the problem’s development. Such estimation procedure is known

to be an infinite-dimensional one, i.e. nonparametric. The theory of nonparametric

estimation considers problems of two types.

The first type of problem is to construct the estimator of an unknown distribution

density from observations for corresponding random sequence of functions, delivering

an extremum to performance criterion. There are exist three approaches to solve this

problem.

The first approach is based on Kolmogorov’s theory of n-widths and the Glivenko-

Cantelli theorem. Corresponding results can be found in the following papers Vapnik

et al. [1], Vapnik [2], Ibragimov [3]. It should be noted that in the work by Vapnik et

al. [1] algorithms and programs implementing the recovery of various dependencies

are provided.
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The second approach is to construct the maximum likelihood kernel estimators of

smooth unknown functions. There are quite a lot of works devoted to its description

and justification, here are the main ones: Parzen [4], Rosenblatt [5], Murthy [6],

Watson [7], Konakov [8], Nadaraya [9] etc. They give an explicit form of these

estimators, describe their statistical properties and find the rate of convergence to an

unknown function.

The third approach is based on using projection estimators in the maximum like-

lihood method. Such approach turns original nonparametric estimation problem to

infinite-dimensional linear estimation problem. The performance is obtained in terms

of the minimum standard deviation. Works devoted to this approach of constructing

estimators for smooth unknown functions are: Chentsov [10], Tsybakov [11], Juditsky

and Nemirovski [12]. They give a description of almost optimal finite-dimensional

recovery procedures and their properties.

Now describe the second type of recovery problem of an unknown function from

some class which is observed with random errors at points from an unknown func-

tion’s domain. Based on these observations, it is necessary to construct nonpara-

metric estimator of this function optimal in terms of the minimum standard devia-

tion. Works devoted to solving such problems are: Stratonovich [13], Ibragimov and

Has’minskii [14], Golubev [15], Darkhovskii [16], Nemirovski at el. [17]. They give

a description of optimal and almost optimal recovery as well as statistical and some

other properties of these algorithms.

Goals and objectives of the research. The goal of the work is to develop and justify

stochastic recovery procedures. Its objectives are:

i) to establish the existence of such procedures and form of the optimal stochastic

recovery as well as their performance;

ii) to establish conditions under which there exist the "-optimal stochastic recovery

and its form.

Relevance. Stochastic recovery problem is well known to belong to (N; p)-hard non-

parametric estimation. Therefore developing estimation procedures with polynomial
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complexity is a topical problem. For this reason, the dissertation pays great attention

to creation of finite-dimensional linear recovery procedures such as "-optimal and

equivalent to them by the order of magnitude.

Methodology of research. The results of the dissertation are largely based on math-

ematical methods of:

i) probability theory;

ii) random sequence statistics;

iii) stochastic analysis;

iv) Fourier series theory;

v) optimal stochastic systems theory.

Principal results to be defended.

1) The observation scheme allowing to construct the optimal projection estimator

for an unknown function is proposed and conditions under which such estima-

tors are unbiased and consistent are established (chapter 1).

2) The dependency of the optimal projection estimator’s standard deviation from

the number of orthogonal functions and number of observations is established.

The recurrence-based relations satisfied by this standard deviation are found

(chapter 1).

3) The definition of the Chentsov projection estimator (CPE) is given, and criterion

(necessary and sufficient condition) under which exist the minimum number of

orthogonal functions N
0(m) such what projection estimator for the unknown

function is optimal in terms of the minimum standard deviation for any fixed

number of observations m. The algorithm of finding N
0(m) is established (chap-

ter 2).

4) The following CPE’s standard deviation properties are established:

i) order of magnitude Vm(N0(m)) (see formula (2.9) of theorem 2.2.1) (chap-

ter 2);

ii) independency of CPE’s standard deviation upper bound from an unknown

function f (x) 2 L2 (K; �) (chapter 2).
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5) The definition of "-optimal projection estimator is given, its existence criterion

and sufficient conditions for its "-optimality are proved (chapter 3).

Scientific novelty. All results to be defended are new; i.e. they have no analogues in

both Russian and foreign scientific papers.

General conclusions. The dissertation proposes a model for observations of an un-

known deterministic scalar square integrable function defined on the finite-dimensional

compact set such that its values are measured with independent Gaussian errors at ev-

ery point of its domain.

Conditions under which there exist an optimal and "-optimal (in terms of the min-

imum standard deviation) projection estimators as well as Chentsov’s estimators are

proved for such model of observations. Conditions of unbiasedness and consistency

for such estimators are found.

Contribution of the author. All the problems were stated by professor Khame-

tov V.M. All results to be defended were proved by the author.

List of scientific papers that reflect the main results of the dissertation. The

main scientific results of the dissertation research are presented in the following

publications.
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