PAGE  
5

Poddiakov, A. Development and inhibition of learning abilities in agents and intelligent systems. In Proceedings of IADIS International conference "Intelligent systems and agents". Ed. by A.P. dos Reis, K. Blashki, Y. Xiao. July 3-8, 2007. Lisbon, Portugal. P. 235-238. 

ABSTRACT

In human social life, "the ability to learn faster than your competitors" is "only sustainable competitive advantage" (de Geus). This statement may concern not only humans, but also artificial intelligence systems, learning ability of which is considered a most important feature by most researchers. Yet a general law of competition is that a participant of competition can gain competitive advantages by two ways: (a) increase of its own potential, and (b) premeditated decrease of competitors' potential. So, paradoxically, possible directions of artificial intelligence systems development can be design of systems that are able to: (a) counteract other systems' learning, decrease their learning abilities and conduct their "Trojan horse" teaching; (b) learn and increase level of their leaning abilities and general "intellectual level" in conditions of counteraction to their learning. In the paper, distinguishing between control of learning and control of learning ability is introduced. An approach to construction of models of the learning ability control and of agents' mutual teaching/learning is described. Effects of unpremeditated and premeditated Trojan horse teaching in agents' interactions are discussed. The aim of future researches is design of competitive environments, in which struggle for higher levels of learning abilities is presented explicitly as a key parameter and which provide with an opportunity to generate and select the agents with maximal learning abilities.
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1. Stimulation and inhibition of learning in human social life

Development of individuals, social groups, and societies is considered under the influence of two opposite and interrelated types of social interactions: (a) support of, and (b) counteraction and inhibition of learning, instruction, education and development (Poddiakov, 2001, 2003, 2004). In human social life, learning and development, related to counteraction, are not isolated and exceptional but a fundamental psychological and educational phenomenon. A blow to the abilities to learn and acquire competence in new activities and domains is the most effective means if one wants to make a competitor inadequate in the technological and social world. In knowledge-based economy, counteraction to competitors' learning is a way to decrease the rate of their human capital growth. Another way is "Trojan horse" teaching: in this type of advanced strategic behavior, a "teacher", ostensibly helping his or her rival to learn something, really teaches the rival useless or disadvantageous things (Ibid.). In Lefebvre's terms it signifies that "the opponent’s doctrine is imposed on the opponent by teaching him" (Lefebvre, 1977, p. 118).
In human social life, cases of hidden counteraction to other people’s learning and of the use of Trojan horse teaching can be found in various age, social and professional groups, and in various domains--from children's plays to teaching military activities and high-competitive business. It has been shown in a study of people's beliefs about premeditated counteraction to others' learning and Trojan horse teaching ("teaching with evil intent") that approximately 50% of American and Russian participants think that such teaching has been directed towards themselves, and 10-20% of the participants (including professional teachers) have conducted teaching with "evil intent" towards someone. Thus, beliefs about Trojan horse teaching are a part of people's explicit or implicit theories of teaching/learning (Poddiakov, 2004).

An aim of our article is to consider the problem of stimulation of partners' learning abilities, and counteraction to competitors' learning and use of Trojan horse teaching in area of machine learning and intelligent systems and agents' development.

2. Increasing importance of learning, and its consequences

In human social life, "the ability to learn faster than your competitors" is "only sustainable competitive advantage" (de Geus, 1988, p. 3). This statement is true for artificial intelligence (AI) systems, learning ability of which is considered a most important feature by most researchers (Andreychikov & Andreychikova, 2006; Kornienko & Kornienko, 2006; Russel & Norvig, 2003; Shavlik & Diettrich, 1990). Respectively, great efforts are directed to make learning abilities of the AI systems higher and higher--in particular, by use of competitive environment stimulating learning. Yet, paradoxically, the following possibilities are ignored. If lots of people believe that learning ability is the most important feature with parameters, which can be increased by a technical way, some of the people can premeditatedly try to design such devices and environmental conditions that decrease the parameters, and influence on this most important feature (the learning ability) in a negative way.

Respectively, possible directions of development of AI systems can be design of systems that are able to:

(a) counteract other systems' learning, decrease their learning abilities and general "intellectual level", teach them "with evil intent" (e.g., by designing and presenting patterns of irrelevant examples, etc.), and make them take decisions which contradict the aims of owners and/or users of the systems taught (it can be more profitable than halt or termination of the systems);

(b) learn and increase level of their leaning abilities and general "intellectual level" in conditions of counteraction to their own learning and attempts of their Trojan horse teaching (Poddiakov, 2001, 2004).

First of all, these kinds of activities will be developed in artificial intellectual systems for military purposes. Some examples show possible starting points of such struggle. From time to time countries with dangerous regimes try to buy high-performance computers of top secrecy from abroad illegally (e.g., via third countries), but really get "Trojan horses"—computers premeditatedly sabotaged in such a way that, for example, a radar tracking system or a pipeline controlled by the stolen computers works non-effectively and is able to cause damage (Olson, 2006). One can expect that in the future sabotage can be aimed at computers' learning ability as a crucial characteristic. As a result, a computer of high learning ability will loose this feature to the extent desirable by the sabotaging party; an advanced computer used for design of learning intelligent agents will generate agents with learning abilities of low levels, etc.

Similar strategies and devices can be used in high-competitive business, in which use of various kinds of Trojan horses (or so called kisses of death) given, for example, to competing firms is traditional (Dussauge et al., 2000; Hennart et al., 1999).

An interesting area relatively available for observation can be design of new software and hardware for spam and anti-spam, virus and anti-virus struggle, agents of which become more and more advanced learning systems able to counteract other systems' learning and learn in conditions of counteraction.

3. Learning ability control

First of all, one should distinguish between control of learning process and control of learning ability. One may try to control other humans', animals' or agents' learning process as acquirement of some knowledge, competencies, skills without changes of their learning abilities. Many kinds of non-human animals teach their young, but there are not any facts that the animals purposefully control learning ability of the next generation (though perhaps can influence the ability in involuntary way). Purposeful design and realization of projects and programs for increase of learning abilities ("learning to learn") is a prerogative of humans and perhaps of artificial systems created by them.

(Making a brief digressive remark, one should note that some ethological and psychological theories consider individual learning ability unchangeable—for example, because of its strong genetic determination or other reasons. Yet many developmental and educational theories are aimed at development of learning abilities.)

To set the aims to increase learning abilities in some subjects (humans, program agents, etc.) and (simultaneously) decrease learning abilities in other subjects (e.g., in competitors) one should have a well-developed theory of teaching/learning. Such a theory should include subtheories of:

- changeability of learning ability towards development and regress;

- features of the ability in the "target" subjects influenced on;

- the subjects' strategies of problem solving (decision making) related to the features of their learning abilities;

- patterns of variables influencing the ability in the "target" subjects.

4. Models of control of agents' mutual teaching / learning

One should differ models of control of teaching/learning depending on aims of the control: whether the control is aimed at teaching/learning process only or both to mutually related teaching/ learning process and to positive or negative changes of teaching/learning abilities. In the latter case, we think that a general model of control of teaching/learning process and teaching/learning abilities in a group of N agents should be reflexive, in Lefebvre's (1977) terms, or recursive, in Flavells' terms (Flavell et al., 2002). Both kinds of terms describe reasoning like "I think you think that she thinks, …," etc. Length of this chain of reasoning determines so called rank of reflexion (Lefebvre, 1977). Reflexive (recursive) reasoning is necessary to construct theories of others' mind and simulate others' decision making.

Involved these ideas into the context of the control and stimulation/inhibition of learning process and learning abilities, the model of the control should include agents' ranks of reflexion of other agents' teaching/learning theories and learning abilities ("I know your teaching/learning theory and your level of learning ability", etc.). As a result, an agent with more adequate ranks of reflexion of others' mind and behavior can perform a "miracle" (either good or evil miracle) of teaching for another subject (a human, an agent). In general, such a model should describe mutual recursive relations between positive and negative dynamics of teaching/learning abilities; increased or decreased intellectual potential in each of N agents, and dynamics of their aims and strategies changing in the agents' interactions. 

5. "Trojan horse teaching" effects in agents' interactions

We think that two different kinds of "Trojan horse teaching" effects in agents' interactions are possible.

(1) Effects of unpremeditated Trojan horse teaching. They can be found in any systems of learning, communicating, and teaching one another agents. Reasons are not only mistakes of agents as "non-experienced teachers", but also a general law described by Ashby (1962). He has shown that any mental ability (including memory, intellect, learning ability, etc.), which seems progressive and providing success of activities in some conditions, can be a source of failures and damage in differing environments; and an individual, which has a high level of ability, may get into troubles namely because of the ability. Universal ability, which provides success in all environments and is always of profit for its owner, is impossible. One can develop Ashby's ideas in the following way: non-profitability of some abilities in some environments and situations signifies that the previous honest teaching aimed to develop these abilities will unavoidably look "Trojan" in these environments and situations.

(2) Effects of premeditated Trojan horse teaching. In complex dynamical environments, which contain such variables that make cheating possible, and variables that can both increase and decrease levels of learning abilities, the following should happen. Self-organizing systems "living" in these environments will unavoidably discover opportunity of counteraction to competitors' learning and of Trojan horse teaching, and begin develop aims, contents, methods and means of them towards various directions—simultaneously with development of aims, contents, methods and means of honest teaching and increase of learning abilities.

6. CONCLUSION

A general law of competition is that a participant of competition can gain competitive advantages by two ways: (a) increase of its own potential, and (b) premeditated decrease of competitors' potential. If learning ability is a crucially important changeable parameter of advanced intelligent systems and agents, one can expect realization of both ways of the competitive advantages' gaining. The ways can be realized by humans and by artificial intelligent systems.

Concerning humans, in areas of military and economic defense of national interests, high-competitive business, etc., people will try to: (a) take possession of the systems with higher learning abilities (via independent design of these systems, buying them, stealing, etc.), and (b) leave competitors with systems of lower learning potential. A technical means for reaching these aims can be specially designed systems that counteract other systems' learning, decrease their learning abilities and general "intellectual level" and are able to learn in conditions to their learning. Thus, human social and psychological laws determine people's attempts to design such systems.

Concerning artificial systems, in complex dynamical environments the advanced self-organizing intelligent systems can independently "discover" opportunities of stimulation of partners' learning, counteraction to development of competitors' learning, and of learning in conditions of the counteraction.

From theoretical and practical points of view, an important direction of future researches can be design of competitive environments, in which struggle for higher levels of learning abilities is presented in explicit way as a key parameter of the environments. The aim is to find such competitive environments, which stimulate development of agents' learning and provide with an opportunity to generate and select the agents with maximal learning abilities.
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