Permanent Separations and Optimal Compensation with History-Dependent Reservation Utilities

Stanimir Morfov

February, 2009

Abstract

This paper considers an infinite-horizon, hidden action model characterized by limited commitment and history-dependent reservation utilities. I focus on the optimal contract allowing for permanent separations which can be triggered by any party. I prove existence and characterize the solution recursively. I compute the optimal contract for top executives and find little difference with the optimal self-enforcing contract. Namely, high effort is optimal for most but the richest managers. Compensation and future utility promise increase in both current utility and firm’s stock price. The contract is less successful, however, in smoothing initial utility promises across initial price histories.
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1 Introduction

An important strand of the dynamic agency literature has investigated the long run properties of optimal contracts. Green (1987), Thomas and Worrall (1990) and Phelan and Townsend (2001) have shown that legally enforceable contracts lead to degenerate long-term wealth distributions. Atkenson and Lucas (1995) demonstrate that if the agent’s expected discounted utility is bounded from below, the model induces a non-degenerate invariant distribution. Phelan (1995) achieves a similar result by assuming limited commitment on part of the agent. In such a setting, a self-enforcing contract induces participation at every contingency, so the agent has no incentive to leave the relationship.

The techniques developed by Abreu, Pearce and Stacchetti (1990) prove useful in characterizing the space of agent’s feasible continuation utilities. The optimal dynamic contract can then be represented recursively by a series of static contracts defined on this space in line with Spear and Srivastava (1987). Introducing limited commitment on part of the principal poses a different problem related to the fact that the value function of the recursive problem enters the set of constraints and standard dynamic programming fails since the operator used is no longer a contraction. Nevertheless, Rustichini (1998) based on some earlier results by Streufert (1992) shows that a simple modification of the operator allows a recursive representation of the dynamic problem.

The dynamic contracts of the form described above refer to long-term relationships which (by construction) neither party has an incentive to renege on. Spear and Wang (2005) focus on contract terminations instead and achieve stationary and ergodic dynamics by allowing for replacements of the contracted agent with a new one from a labor market pool and for golden parachutes at termination. Sleet and Yeltekin (2005) consider a dynamic model of temporary layoffs and permanent separations where their limited commitment case allows for both the firm and the employee to dissolve the relationship and pursue a fixed outside option. They introduce publicly observable shocks on firm’s period profits, enlarge the state space of continuation utilities, and use a monotonic operator to recover it and the respective value function.

In this paper, I consider an environment similar to the one described in Sleet and Yeltekin (2001) where there is no profit perturbation, but the outside options are allowed to vary across (finite truncations of) the history of observables. The model is of the hidden action variety. A principal (firm) seeks a potentially infinite relationship with an agent (CEO) where the agent operates a stochastic technology transforming actions (effort) into outcomes (firm’s output, revenues, or stock price). The outcomes are publicly observable, but the actions are not, so the contract should induce the proper incentives for the agent to exercise some desired sequence of actions. Both the principal and the agent cannot commit to long term relationships, so the contract should implicitly offer continuation utilities for both parties above their reservation utility values at any contingency which is actually reached. The contract may be optimally terminated at any contingency and in this case both parties will receive their respective reservation
utilities. This possibility effectively enters the set of possible strategies when signing the contract.

I characterize the contract recursively on the space of truncated histories of outcomes matched with agent’s expected discounted utilities. The state space which is endogenous to the problem is further characterized in line with Abreu, Pearce and Stacchetti (1990). I parameterize and numerically compute the model in view of top executive compensation. The results show that the optimal contract estimated here is similar to the optimal incentive-compatible contract which is self-enforcing in the sense of Phelan (1995). Namely, the firm finds it optimal to induce high effort for most but the highest utility promises. Compensation and future utility promise increase in both current utility and firm’s stock price. The contract partially smooths initial utility promises across initial price histories, which can be interpreted as a partial insurance against fluctuations in the manager’s outside options.

The rest of the paper is structured as follows. Section 2 presents the dynamic model. Section 3 recursively characterizes the optimal contract. Section 4 computes the contract numerically and discusses the results. Section 5 concludes. The theory behind the characterization is developed in Appendix 1. The numerical results are presented in Appendix 2.

2 Dynamic model

The framework is as in Morfov (2008). A principal contracts an agent to implement a sequence of actions where the choice of an action each period is, in fact, a choice of an end-of-period probability distribution over outcomes. Since the exercise of an action brings disutility to the agent, he/she should be compensated by a monetary transfer from the principal. Everything is common knowledge but the particular action implemented which is only observed by the agent. The contract will, therefore, need to be incentive-compatible, i.e., to induce the agent to implement a particular action (or action sequence) recommended by the principal. Since both the principal and the agent are unable to commit to long term relationships, a long-term contract would require their (finite or infinite) participation. Unlike the analysis in Morfov (2008), here either party is allowed to dissolve a long-term relationship at contingencies where the contract fails to provide a continuation utility that is at least as high as this party’s respective reservation utility. At such a node, the relationship is terminated and both the principal and the agent consume their outside option, i.e., receive their reservation utilities. Notice the difference: before, we had the parties signing a self-enforcing contract which guaranteed their participation at every node, while here the contract ex-ante allows for termination at any node. As before, the reservation utilities are allowed to vary across some finite truncation of the history of past outcomes.

Let $Y$, $A$, and $W$ be the sets of possible outcomes, actions, and monetary transfers, which are all assumed compact subspaces of $\mathbb{R}$. In particular, $Y \in \mathbb{R}$.
\( \mathbb{R}_+ \) is assumed finite with \( N \) distinct elements, a minimum element \( y \), and a maximum element \( y^\tau \). Let \( \pi : Y \times A \to [\overline{y}, 1] \) describe the probability distribution of outcomes conditional on actions, where \( \pi \in (0, 1) \) and \( \pi (y|\cdot ) \) is continuous on \( A \) for \( \forall y \in Y \). Denote by \( u : W \times Y \to \mathbb{R} \) the (end-of-period) utility function of the principal which is assumed continuous, decreasing in the monetary transfer and increasing in the outcome. The utility function of the agent \( \nu : W \times A \to \mathbb{R} \) is continuous, increasing in the monetary transfer and decreasing in the action.

The principal and the agent discount future utility by discount factors \( \beta_p \) and \( \beta_A \) respectively, where \( \beta_p, \beta_A \in (0, 1) \). The reservation utilities of both parties depend on the previous \( \theta \) outcomes, where \( \theta \) is nonnegative integer. Formally \( U : Y^\theta \to \mathbb{R} \) is the the reservation utility of the principal and \( V : Y^\theta \to \mathbb{R} \) is the one of the agent. Let \( t_y := (y_1, y_{t+1}, \ldots y^\tau) \) denote a particular sequence of outcomes realized between periods \( t \) and \( \tau \). Let \( t_y := t_y^{-1} \) and \( y^\tau := 0y^\tau \).

Let a supercontract \( c := (h, a, w) \) be a plan of termination decisions, actions and compensation schemes defined on all possible contingencies. For example, at some history \( -\theta y^{-1} \) observed in the beginning of period \( t \), the contract terminates if \( h_t (-\theta y^{-1}) = 0 \) or proceeds if \( h_t (-\theta y^{-1}) = 1 \), recommends an action \( a_t (-\theta y^{-1}) \), and specifies a monetary transfer \( w_t (-\theta y^{-1}, y) \) contingent on an (end-of-period-t) outcome \( y \) for \( \forall y \in Y \). Note that the supercontract is defined on every node of the tree of possible outcome histories, independent of whether the contract has been terminated before (including at) that node or not. We will refer to the supercontract as feasible when at every node \( -\theta y^{-1} \), we have \( h_t (-\theta y^{-1}) \in \{0, 1\} \), \( a_t (-\theta y^{-1}) \in A \), and \( w_t (-\theta y^{-1}, Y) \subset W \). Then, we can define the expected discounted utility of the principal at some node \( -\theta y^{-1} \) given a feasible supercontract \( c \) as

\[
U^\nu (c, -\theta y^{-1}) := \sum_{t=1}^{\infty} \beta_{p,t}^{\theta-1} \sum_{y_{t-1} \in Y} \prod_{i=1}^{t-1} \beta_{p,i}^{\theta-1} \sum_{y_t \in Y} \left( (1 - h_t (-\theta y^{-1})) U^\nu (-\theta y^{t-1}) + h_t (-\theta y^{t-1}) \sum_{a_t \in A} u (w_t (-\theta y^{-1}, y_t), a_t (-\theta y^{-1})) \pi (y_t | a_t (-\theta y^{-1})) \prod_{i=t}^{\infty} h_{i} (-\theta y^{-1}) \pi (y_i | a_i (-\theta y^{-1})) \right).
\]

Given that everything is bounded, we will have that for any feasible contract \( c \), the following holds:

\[
U^\nu (c, -\theta y^{-1}) = (1 - h_r (-\theta y^{-1})) U^\nu (-\theta y^{r-1}) + h_r (-\theta y^{-1}) \sum_{y_r \in Y} \left[ u (w_r (-\theta y^{r-1}, y_r), y_r) + \beta_p U^\nu (c, -\theta y^{r-1}, y_r) \pi (y_r | a_r (-\theta y^{-1})) \right).
\]

Analogously, we can define \( V^\nu (c, -\theta y^{r-1}) \) as the expected discounted utility of the agent at node \( -\theta y^{r-1} \) and represent it recursively.

Then, the principal’s problem at some initial node of contracting \( -\theta y \) (in the beginning of period 0) is:
\[ \text{[PPa]} \]
\[
\sup_{c} U_0 (c, -\vartheta \ y) \quad \text{s.t.:} \\
c \text{ feasible} \\
V_r (h, a, w, -\vartheta \ y^{r-1}) \geq V_r (h, a', w, -\vartheta \ y^{r-1}), \\
\forall \text{ feasible } a', \forall \text{ non-terminal nai } (-\vartheta \ y) \\
V_r (c, (-\vartheta \ y^{r-\vartheta-1}, -\vartheta \ y)) \geq V_r (-\vartheta \ y), \forall \text{nai } (-\vartheta \ y) \\
U_r (c, (-\vartheta \ y^{r-\vartheta-1}, -\vartheta \ y)) \geq U_r (-\vartheta \ y), \forall \text{nai } (-\vartheta \ y)
\]

where “\text{nai } (-\vartheta \ y)” stays for “any node after and including \text{-}\vartheta \ y”, that is \(\forall \vartheta \ y^{r-1} = (-\vartheta \ y, y^{r-1}) : y^{r-1} \in Y, \forall r = 0, 1, 2, ...\). Here, we follow the convention that a function maximized over an empty set takes an arbitrarily low value, but assume that its multiplication with zero is well defined and is, in fact, 0. For example, if there does not exists a super contract that satisfies constraints (1)-(4), then the value function of [PPa] equals \(U (-\vartheta \ y)\) and the supremum is achieved at \(h_0 (-\vartheta \ y) = 0\), i.e. the contract is terminated at \(-\vartheta \ y\). Regarding the constraints, (1) was already discussed above, (3) and (4) are the individual rationality constraints of the agent and, respectively, the principal guaranteeing them an expected discounted utility at every node at least as high as their respective reservation utility. Since, in general not all nodes will be reached, initial incentive-compatibility will not be equivalent to incentive compatibility at all nodes, just at the nodes actually reached. Therefore, from the start, we impose incentive compatibility at all nodes [constraint (2)] having in mind that what happens on nodes that are not actually reached is immaterial.

The difference from the problem analyzed in Morfov (2008), [PP], is that here the principal optimally chooses at the period of contracting when or if to terminate the contract.

\section{Recursive Form}

It is not difficult to prove\(^2\) that for any feasible contract, incentive compatibility at all nodes is equivalent to Green (1987)’s temporary incentive compatibility at all nodes. A plan is temporary incentive compatible on a node if conditional

\(^{1}\)These constraints are not referred to as participation constraints since they do not guarantee participation. Indeed, each party can receive his/her respective reservation utility by unilaterally terminating the relationship.

\(^{2}\)Most of the theoretical results mentioned in this section are formally established in Appendix 1.
on future compliance, there is no deviation from the recommended action at this node that will make the agent strictly better off. Then, we can replace constraint (2) in [PPa] by:

\[
\forall \text{ non-terminal } nai \left( -\theta y \right), V \left( h, a, w, -\theta y^{\tau - 1} \right) \geq V \left( h, a', w, -\theta y^{\tau - 1} \right),
\]

\[
\forall a': a' \left( -\theta y^{\tau - 1} \right) \in A, \text{ and } \forall nai \left( -\theta y^{\tau - 1}, Y \right), a'_t (.) = a_t (.) \quad (5)
\]

Using the arguments of Morfov (2008), we can show that an optimal contract exists and it can be characterized recursively.

Since the reservation utilities depend on the previous \( \theta \) outcome realizations, we will consider \( N^\theta \) relevant initial histories. Let us extend the lexicographic order on the elements of \( Y \) to the elements of the set of possible initial histories \( Y^\theta \). Hereafter, all correspondences and functions with domain \( Y^\theta \) will be considered as product vectors ordered by initial history.

Since the reservation utilities depend on the previous \( \theta \) outcome realizations, we will consider \( N^\theta \) relevant initial histories. Let us extend the lexicographic order on the elements of \( Y \) to the elements of the set of possible initial histories \( Y^\theta \). Hereafter, all correspondences and functions with domain \( Y^\theta \) will be considered as product vectors ordered by initial history.

Let \( \{ V^{ICAPa} \} \) be the product vector of sets of possible expected discounted utilities for the agent signing a feasible incentive-compatible supercontract that is individually rational for the agent and allows for a termination at every node (an ICAPa contract). To be more precise, the supporting supercontracts should be feasible on the whole tree of possible histories, should satisfy agent’s individual rationality\(^3\) (3) at every node and (temporary) incentive compatibility (5) at all non-terminal nodes. Define \( \{ V^{IC2Pa} \} \) as the product vector of sets of possible expected discounted utilities for the agent signing a supercontract that triggers termination only at nodes where feasibility, temporary incentive-compatibility, agent’s participation, or principal’s participation (at least one of these constraints) is violated (an IC2Pa contract).\(^4\)

For \( \forall V \in \{ V^{IC2Pa} \} \), let \( U^{a^*} (V) \) be a product vector with a general element \( U^{a^*} \left( V_{-y}, -\theta y \right) \) defined as the maximum utility the principal can get by signing an optimal supercontract of the second type at \( -\theta y \) offering \( V_{-y} \) to the agent. Let \( \tilde{U}^{a^*} \) be the extension of \( U^{a^*} \) on \( \{ V^{ICAPa} \} \) s.t. \( \forall V \in \{ V^{ICAPa} \}, \tilde{U}^{a^*} (V) \) is a product vector with a general element \( \tilde{U}^{a^*} \left( V_{-y}, -\theta y \right) = U^{a^*} \left( V_{-y}, -\theta y \right) \) if

\(^3\)Individual rationality should not be confused with participation. Terminations are practically allowed at every node.

\(^4\)I am keeping some abbreviations from Morfov (2008), but note that here the difference is substantial. The ICAPa contract does not guarantee the participation of the agent at all. It simply allows termination at each contingency. The IC2Pa contract does not satisfy the participation constraints of both parties at all nodes. In fact, if any of the constraints (1), (3), (4), or (5) is violated, it triggers termination. That is, unlike the ICAPa contract, the IC2Pa one allows termination only when optimal.
\( V_{-\theta} \in \{ V^{ICAP\alpha}_{\theta} \} \) and \( \hat{V}^{\alpha^*}(V_{-\theta}, y) := -\infty \) otherwise. Now, we define the operators used to characterize the optimal contract.

Let \( \hat{V} := \frac{\nu(\max\{W, \min\{A\}\})}{1-\beta_A} \) and note that \( \max_{-\theta \in Y} \{ \max\{ V^{ICAP\alpha}_{\theta} \} \} \leq \hat{V} \). For \( \forall X \in \mathbb{R}^{N^a} \) let \( B^a(X) \) be a set operator such that \( B^a_{\theta} = \bigcup \{ V \in X_{-\theta} : \exists a \text{ (static) contract } c(V) = (a(V), w(V,y), V_+(V,y)) \text{ s.t.:} \)

\[
\begin{align*}
    a(V) &\in A \\
    w(V,y) &\in W, \forall y \in Y \\
    \sum_{y \in Y} [\nu(w(V,y), a(V)) + \beta_A V_+(V,y)] \pi(y|a(V)) &\geq 0 \\
    \sum_{y \in Y} [\nu(w(V,y), a'(V)) + \beta_A V_+(V_{-\theta},y)] \pi(y|a'(V)), \forall a'(V) \in A &\geq 0 \\
    \sum_{y \in Y} [\nu(w(V,y), a(V)) + \beta_A V_+(V,y)] \pi(y|a(V)) &= V \\
    V_+(V,y) &\in X_{-\theta+1,y,y} 
\end{align*}
\]

Note that for each initial utility level \( V \), the static contract mentioned in the definition of the operator above specifies an action \( a(V) \), a contingent transfer \( w(V,y) \) from the principal to the agent and a contingent continuation utility for the agent \( V_+(V,y) \), where the last two elements are defined on \( Y \). Then, (6) and (7) are simply feasibility constraints, (8) imposes temporary incentive compatibility, (9) is a promise-keeping constraint. Note that the operator \( B^a \) does not impose individual rationality on part of the agent; it only requires the principal to provide him/her with a current and future utility levels from an initially specified set. Constraint (10) merely guarantees the consistency of the principal’s promise. Nevertheless, iterating on \( B^a \) will allow us to recover the equilibrium set of utility promises at a low cost.\(^5\) We just need to choose the proper initial guess, e.g. \( \left\{ \left[ V(-\theta, y), \hat{V} \right] \right\}_{-\theta \in Y} \).

Now, for any continuous function \( U : \{ V^{ICAP\alpha}_{\theta} \} \rightarrow \mathbb{R} \), let \( T^a(U) \) be an operator such that

\(^5\)See Appendix 1 for details.
This operator is defined on continuous functions with domain \{V^{ICAPa}\}. Since \{V^{ICAPa}\} is compact, these functions are also bounded and form a complete metric space with the sup metric. Here, constraint (11) is the equivalent of the consistency constraint (10).

Once we have obtained \{V^{ICAPa}\}, the operator \(T^a\) can easily be shown to be a contraction.\(^{6}\) Then, if we start with some initial guess for the value function, e.g. \(U_0 = \{U(-\theta y)\}_{\theta y \in \Theta}\), and successively apply \(T^a\), we will converge to \(U^a\), the product vector of maximum utilities the principal can derive from an IC2P contract that allows for inconsistent utility promises. How does the inconsistency enter the picture? Note that for any utility promise to the agent, the principal can (immediately) terminate the relationship if he/she finds proceeding it suboptimal. In general, this may happen for utility promises in \{V^{ICAPa}\} such that not all their elements are agent’s reservation utilities. Suppose, for example, that for some \(V_{-\theta y} \in \{V^{ICAPa}(-\theta y)\}\), \(V^{a}\) is uniquely supported by for \(h(-\theta y) = 0\). This, however, would not be consistent with the promise to provide the agent with \(V_{-\theta y}\) since the principal actually terminates the relationship and the agent only gets \(V_{-\theta y} < V_{-\theta y}\). Moreover, \(V_{-\theta y}\) may be a continuation utility of a unique single-round contract supporting some other initial utility promise in which case this promise would also prove inconsistent. Therefore, we may in fact be facing an “inconsistency cascade”.

To deal with this problem, I use a procedure inspired by Rustichini (1998). For any upper-semicontinuous function bounded from above, \(U : \{V^{ICAPa}\} \rightarrow \mathbb{R}^N\) and any function \(H : \{V^{ICAPa}\} \rightarrow \{0, 1\}^N\) let \(T^a(U, H)\) be an operator such that

\[\begin{align*}
T^a_{-\theta y}(U)(V_{-\theta y}) := \max_h \{1 - h(V_{-\theta y}) \} U(-\theta y) + h(V_{-\theta y}) \left[ \max_{\epsilon(V_{-\theta y})} \{ \sum_{y \in Y} [u(w(V_{-\theta y}, y), y) + \right. \\
\left. \beta_p U_{-\theta, y+1, y} (V_{+} (V_{-\theta y}, y)) |\pi (y | a (V_{-\theta y}))] \} \right] s.t.: \\
(6) - (9) and (11) hold.
\end{align*}\]

\(^{6}\)Note that we could have alternatively defined the operator as follows:

\[\begin{align*}
T^a_{-\theta y}(U)(V_{-\theta y}) := \max_h \{1 - h(V_{-\theta y}) \} U(-\theta y) + \max_{\epsilon(V_{-\theta y})} \{ \sum_{y \in Y} [u(w(V_{-\theta y}, y), y) + \\
\beta_p U_{-\theta, y+1, y} (V_{+} (V_{-\theta y}, y)) |\pi (y | a (V_{-\theta y}))] \} \right] \]

s.t.:

(6) - (9) and (11) hold.
\[ T_{a^*}^{\alpha_y} (U, H)_{(V, \theta, y)} = \]

\[
\begin{cases}
(-\infty, 0) & \text{if } V_{a^*} y \in \{ V^{ICAP_a} (-\theta y) \} \setminus \{ V (-\theta y) \} \text{ and } H (V_{a^*} y, -\theta y) = 0 \\
T_{a^*}^{\alpha_y} (U)_{(V, \theta, y)}, h (V_{a^*} y) & \text{otherwise},
\end{cases}
\]

where \( h (V_{a^*} y) \) is such that the max in the definition of \( T_{a^*}^{\alpha_y} (U)_{(V, \theta, y)} \) is achieved.

Using this operator, we can recursively clean the inconsistent promises and modify the value function accordingly to obtain \( \tilde{U}^{a^*} \). Then, we can recover \( U^{a^*} \) and \( \{ V^{IC2PA} \} \).

## 4 Computation and Results

Since the model cannot be analyzed analytically, I resort to numerical methods. I focus on CEO compensation (i.e. the principal is a proxy for firm’s shareholders, the agent is the company’s top executive, the action is interpreted as effort, the monetary transfer as the manager’s compensation package, and the outcomes as the company’s stock price realizations). I parameterize the model as follows\(^7\), i.e. \( Y = \{ y(1), y(2), y(3) \} = \{ 0.55, 1.125, 1.7 \} \), \( A = \{ a, \bar{a} \} = \{ 0.1253, 0.1469 \} \), \( \pi (y(1)|a) = 0.1891 \), \( \pi (y(2)|a) = 0.7687 \), \( \pi (y(3)|a) = 0.0421 \), \( \pi (y(1)|\bar{a}) = 0.1555 \), \( \pi (y(2)|\bar{a}) = 0.7654 \), \( \pi (y(3)|\bar{a}) = 0.0791 \), \( W = \left[ 0, \frac{y(3)}{1-\beta_A} \right] \), \( \beta_A = \beta_P = 0.96 \), \( u (w_t, y_t) = y_t - w_t \), \( \nu (w_t, a_t) = \log (1 + w_t) - a_t \), \( \theta = 1 \), \( \bar{U} (.) = 0 \), \( \bar{V} (.) \in \{ L, M, H \} \), where \( L := \frac{\nu (w)-\max A}{1-\beta_A} = -3.6725 \), \( M := 0 \), \( H := -L \) and assume a positive correlation between \( \bar{V} (.) \) and \( Y \). I also consider three cases: case 1a where the firm cannot offer the manager a compensation that exceeds its highest possible lifetime profit in discounted terms, i.e. \( w_t \leq \frac{y(3)}{1-\beta_P} \) (and \( \tilde{V} = \frac{\nu (y(3))}{1-\beta_A} - a \), case 2 where it can compensate the manager up to the highest possible stock price realization, i.e. \( w_t \leq y(3) \) (and \( \tilde{V} = \frac{\nu (y(3))}{1-\beta_A} - a \)), and case 3 where it is essentially prohibited from borrowing, i.e. \( w_t (-\theta y^{t-1}, y) \leq y, \forall y \in Y \) (where, as in case 2, we take \( \tilde{V} = \frac{\nu (y(3))}{1-\beta_A} - a \)). Since the results are qualitatively similar, I focus on LMH, case 3, where LMH is the assignment of reservation values to initial histories, namely \( \bar{V} (y(1)) = L, \bar{V} (y(2)) = M, \bar{V} (y(3)) = H \).

Figure 1 in the Appendix plots the value function for the optimal contract allowing for permanent separations (the IC2Pa contract). It is very similar to the value function of the optimal self-enforcing contract (the IC2P contract in the terminology of Morfov (2008) depicted together with the value function

---

\(^7\)The parameterization is based on Aseff and Santos (2005) who take the value of low effort from Margiotta and Miller (2000) and use the results of Hall and Liebman (1998) to derive the stock price distribution conditional on manager’s effort.
of the related augmented problem (the ICAP contract in the terminology of Morfov (2008)) on Figure 9. The main difference stems from the fact that the set of possible expected discounted utilities that can be offered to the manager is larger here than for the self-enforcing contract. Indeed, the principal can offer lower utility values to the agent supported by a future termination of the contract. These are exactly the values for which the value function fails to be monotonically decreasing, so these promises would be wiped out by renegotiation if such were possible. Note that here the partial insurance against fluctuations in the value of manager’s outside options is less pronounced. This is because much lower utility promises are now supported.

Otherwise, the properties of the optimal contract allowing for separations (the IC2Pa contract) are not much different from those of the optimal self-enforcing contract (the IC2P contract). Figure 2 shows the optimal level of effort as a function of initial utility (cf. Figure 10 for the self-enforcing contract). High effort appears to be the predominant strategy for the principal except for managers endowed with higher initial utility who prove too costly to motivate. Executive pay is presented on the two dimensional Figure 3 (Figure 11 for the respective self-enforcing contract). As before, wage increases with the utility promise (compare Figure 4 with Figure 12; the graph for an outcome $y_{(3)}$ is kinked due to the binding borrowing constraint) and with the stock price realization (Figure 5 vs. Figure 13). Manager’s continuation utility is plotted against initial utility and future outcome on Figure 6 (Figure 14 for the self-enforcing contract). It tends to increase in both current utility (cf. Figures 7 and 15) and firm’s stock price (cf. Figures 8 and 16). The difference with the optimal self-enforcing contract is that now much lower continuation utilities are possible. The reason, as for the initial utility promises, is that they can be supported by future terminations.

5 Conclusion

In a dynamic model of hidden action with limited commitment and history-dependent reservation utilities, I recursively characterize the optimal contract allowing for permanent separations. I numerically compute the optimal contract for top executives and find little difference with the optimal self-enforcing contract. High effort appears optimal for most but the richest managers. CEO’s compensation and future utility increase in both current utility and firm’s stock price. The contract provides the manager with a lower level of insurance against fluctuations in the value of his/her outside options than does the respective self-enforcing contract.
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Appendix 1

The first step towards a recursive representation is to establish that a feasible supercontract is incentive compatibility on all non-terminal nodes if and only if it is temporary incentive compatible on all non-terminal nodes.

Proposition 1 For any \( c \) feasible, (2) \( \iff \) (5).

Proof. It is trivial to show (2) \( \iff \) (5). In the other direction, let (5) hold, but assume that (2) is not satisfied, i.e. there is a non-terminal node \( -\theta y^{r-1} \) s.t. \( \exists a' \) feasible on the tree with initial node \( -\theta y^{r-1} \) and \( V_r \left( h, a', w, -\theta y^{r-1} \right) > V_r \left( h, a, w, -\theta y^{r-1} \right) \). We have:

\[
V_r \left( h, a', w, -\theta y^{r-1} \right) := \\
\sum_{t=r}^{T} \beta_{A}^{T-t} \sum_{y_t \in \mathcal{Y}} \sum_{y_{t-1} \in \mathcal{Y}} \left( 1 - h_t \left( -\theta y^{t-1} \right) \right) v \left( y_t \right) \prod_{i=t}^{T} h_i \left( -\theta y^{i-1} \right) \pi \left( y_t | a'_t \left( -\theta y^{i-1} \right) \right) + \\
\sum_{t=r}^{T} \beta_{A}^{T-t} \sum_{y_t \in \mathcal{Y}} \sum_{y_{t-1} \in \mathcal{Y}} v \left( w, -\theta y^{t-1}, y_t \right) a'_t \left( -\theta y^{t-1} \right) \prod_{i=t}^{T} h_i \left( -\theta y^{i-1} \right) \pi \left( y_t | a'_t \left( -\theta y^{i-1} \right) \right) + \\
\beta_{A}^{T-r+1} V_{T+1} \left( h, a', w, -\theta y^{r-1} \right) \prod_{i=r}^{T} h_i \left( -\theta y^{i-1} \right) \pi \left( y_t | a'_t \left( -\theta y^{i-1} \right) \right)
\]

where the last term on the right-hand side can be made arbitrarily small by choosing \( T \) big enough. Therefore, \( \exists T \in \mathbb{Z}_+ \) and a feasible action plan \( a'' \) :

\[
a'' \left( -\theta y^{t-1} \right) = a'_t \left( -\theta y^{t-1} \right), \forall t \in Y^{t-1} \times Y^{\tau'}, \forall t \leq T, \text{ and } a'' = a \text{ elsewhere, s.t. } V_r \left( h, a'', w, -\theta y \right) > V_r \left( h, a, w, -\theta y \right)\]

Then, take \( \tau' \in \mathbb{Z}_+ : \tau \leq \tau' \leq T \) s.t. \( \exists -\theta y^{\tau'-1} : a'' \left( -\theta y^{\tau'-1} \right) \neq a \left( -\theta y^{\tau'-1} \right) \) and \( \tau'' \in \mathbb{Z}_+ : \tau' < \tau'' \leq T \): \( a'' \left( -\theta y^{\tau''-1} \right) = a'' \left( -\theta y^{\tau''-1} \right) \) for some \( -\theta y^{\tau'-1} \in -\theta y^{r-1} \times Y^{\tau'-\tau} \). Define a feasible action plan \( a''' : a''' \left( -\theta y^{\tau'-1} \right) = a_{\tau'} \left( -\theta y^{\tau'-1} \right), \forall -\theta y^{\tau'-1} \in -\theta y^{r-1} \times Y^{\tau'-\tau} \) and \( a''' = a'' \) elsewhere. Then, for \( \forall -\theta y^{\tau'-1} \in -\theta y^{r-1} \times Y^{\tau'-\tau} \) such that \( h_{\tau'} \left( -\theta y^{\tau'-1} \right) = 0 \), we have that \( V_{\tau'} \left( h, a''' \right) \left( -\theta y^{\tau'-1} \right) = V_{\tau'} \left( h, a'' \right) \left( -\theta y^{\tau'-1} \right) \), while if \( h_{\tau'} \left( -\theta y^{\tau'-1} \right) = 1 \), by (5) we obtain that \( V_{\tau'} \left( h, a''' \right) \left( -\theta y^{\tau'-1} \right) > V_{\tau'} \left( h, a'' \right) \left( -\theta y^{\tau'-1} \right) \). Therefore, \( V_r \left( h, a''' \right) \left( -\theta y \right) \geq V_r \left( h, a'' \right) \left( -\theta y \right) \). Proceeding in this way we can eliminate all the deviations (note that \( \tau' \in \mathbb{Z}_+ : \tau' \leq T \) to obtain \( V_r \left( h, a, w, -\theta y \right) \geq V_r \left( h, a''', w, -\theta y \right) \), i.e. a contradiction. \( \blacksquare \)
This operator is defined on continuous functions with domain \( \{V^{ICAPa}\} \). Since \( \{V^{ICAPa}\} \) is compact, these functions are also bounded and form a complete metric space with the sup metric. Here, constraint (11) is the equivalent of the consistency constraint (10).

Once we have obtained \( \{V^{ICAPa}\} \) by iterating on the operator \( \tilde{B}^a \) starting with an initial guess \( X_0 \), the operator \( T^a \) can easily be shown to be a contraction.

For \( \forall X \in \mathbb{R}^N \) let \( B^a(X) \) be a set operator such that \( B^a_{-\theta y}(X) := \mathcal{V}(\theta y) \cup \{V \in \mathcal{V}(\theta y) : \exists a \text{ (static) contract } c(V) \) s.t. (6)-(9) are satisfied and \( V_+(V, y) \in X_{-\theta y, y} \cap \mathcal{V}(\theta y, y) \} \) holds\}.

By construction, \( \forall X = \{X_{-\theta y}\}_{-\theta y \in Y^\theta} : X_{-\theta y} \in \mathbb{R}, \forall \theta y \in Y^\theta \) let \( B^{a^*}(X) := \{B^{a^*}_{-\theta y}(X)\}_{-\theta y \in Y^\theta} \) with \( B^{a^*}_{-\theta y}(X) := \mathcal{V}(\theta y) \cup \{V \in \mathcal{V}(\theta y) : \exists c_R : (6)-(9) \) and (10) hold at \( (V_{-\theta y}, \theta y) \} \). Note that the only difference between this operator and operator \( \tilde{B}^a \) defined in Section 3 is that \( B^{a^*}_{-\theta y}(X) \subset \mathcal{V}(\theta y), \tilde{V} \), while \( \tilde{B}^a_{-\theta y}(X) \subset X_{-\theta y} \).

**Lemma 1** \( \{V^{ICAPa}\} \subset B^a(\{V^{ICAPa}\}) \).

**Proof.** Let \( V \in \{V^{ICAPa}\} \) and fix an arbitrary \( \theta y \in Y^\theta \). Since \( V_{-\theta y} \in \{V^{ICAPa}(\theta y)\}, \exists c : (1) \) holds, (3) \( \forall \text{nai}(\theta y), (5) \) \( \forall \text{ non-terminal } \text{nai}(\theta y), \) and \( V_0(c, \theta y) = V_{-\theta y} \). By construction, \( V_{-\theta y} \in \mathcal{V}(\theta y, \tilde{V}) \). If \( h(\theta y) = 0 \), node \( \theta y \) is terminal, so \( V_{-\theta y} = \mathcal{V}(\theta y) \), and since \( \mathcal{V}(\theta y) \in \mathcal{B}_{-\theta y}^a(\{V^{ICAPa}\}) \) by definition, the result is trivial. Therefore, let us assume \( h(\theta y) = 1 \). For \( \forall y \in Y, a_0 := a_0(\theta y), w_0(\theta y, y) := w_0(\theta y, y), \) and \( V_0(\theta y, y) := V_0(c, \theta y) \). Given these choices, we immediately have that (9) holds. Moreover, (1) \( \Rightarrow (6) \cap (7), (5) \Rightarrow (8) \). Note that for \( \forall y \in Y, \{V^{ICAPa}(\theta y)\} \cap \mathcal{V}(\theta y, \tilde{V}) = V^{ICAPa}(\theta y, y) \). Note that for \( \forall y \in Y, \) the truncation of the original supercontract c to the tree with initial node \( (\theta y, y) \) satisfies (1) on the tree with initial node \( (\theta y, y) \) and is such that (3) \( \forall \text{nai}(\theta y), (5) \) \( \forall \text{ non-terminal} \).
\[ nai(-\theta + 1, y) \text{ and } V_0(c_y; (-\theta + 1, y)) = V_1(c; (-\theta, y)), \] which means that (12) is satisfied. Therefore, \[ V_{-\theta y} \in B^a_{-\theta y}(\{V^{ICAPa}\}). \] Since \(-\theta y \in Y^\theta\) was chosen randomly, this generalizes to \(V \in B^a(\{V^{ICAPa}\}).\)

The lemma establishes that \(\{V^{ICAPa}\}\) is self-generating in the terminology of Abreu, Pearce and Stacchetti (1990).

**Lemma 2** Assume \(X = \{X_{-\theta y}\}_{-\theta y \in Y^\theta} : X_{-\theta y} \in B^a_{-\theta y}(X), \forall -\theta y \in Y^\theta. \) Then, \(B^a(X) \subset \{V^{ICAPa}\}.

**Proof.** Let the condition of the lemma hold and take \(V \in B^a(X). \) Fix an arbitrary \(-\theta y \in Y^\theta. \) If \(V_{-\theta y} = \hat{V}(-\theta y), \) it is immediate that \(V_{-\theta y} \in \{V^{ICAPa}(-\theta y)\} \) since we can support it by a feasible supercontract with \(h(.) = 0 \) on all \(nai(-\theta y)\). If \(V_{-\theta y} \neq \hat{V}(-\theta y), \) then \(\exists c_{R_{-\theta y}}(V_{-\theta y}) : (6)-(12) \) hold at \(-\theta y\). By (12) and \(X_{-\theta+1 y, y} \subset B^a_{-\theta+1 y, y}(X), \) we obtain that \(V_{+,-\theta y}(X_{-\theta y}, y) \in B^a_{-\theta+1 y, y}(X), \forall y \in Y. \) We either have that \(V_{+,-\theta y}(X_{-\theta y}, y)\) can be supported by a contract \(c_{R_{-\theta y}}(X_{-\theta y}, y) : (6)-(12) \) hold at \((-\theta y, y)\) or \(V_{+,-\theta y}(X_{-\theta y}, y) = \hat{V}(-\theta+1 y, y) \in \{V^{ICAPa}(-\theta+1 y, y)\} \) since it can be supported by a feasible supercontract with \(h(.) = 0 \) on all \(nai(-\theta+1 y, y)\). Proceeding this way, we can consecutively construct a supercontract \(c\) after \(-\theta y\) s.t. (1), (3) \(\forall nai(-\theta y), \) (5) \(\forall\) non-terminal \(nai(-\theta y)\) and \(V_0(c; -\theta y) = V_{-\theta y}. \) Here, it deserves noting that while (12) implies (3) on every node but the initial one, \(V_{-\theta y} \in B^a_{-\theta y}(X) \subset \hat{V}(-\theta y, \hat{V}), \) from where (3) is also satisfied at \(-\theta y. \) Therefore, \(V_{-\theta y} \in \{V^{ICAPa}(-\theta y)\}, \) which generalizes to \(V \in \{V^{ICAPa}\}.\)

The lemma says that the image of every nonempty, self-generating set is a subset of \(\{V^{ICAPa}\}.

**Proposition 2** (a) \(B^a(\{V^{ICAPa}\}) = \{V^{ICAP}\}; \) and (b) if \(\exists X \subset \mathbb{R}^\theta : B^a(X) = X, \) then \(X \subset \{V^{ICAPa}\}.\)

**Proof of Proposition 2.** (a) From Lemmas 1 and 2.

(b) It follows by Lemma 2. ■

This proposition establishes that the set of agent’s expected discounted utilities supportable by an ICAPa supercontract is the largest fixed point of \(B^a.\)

**Lemma 3** Assume \(X' = \{X_{-\theta y}'\}_{-\theta y \in Y^\theta} \text{ and } X'' = \{X_{-\theta y}''\}_{-\theta y \in Y^\theta} : X_{-\theta y}' \subset X_{-\theta y}'' \subset \mathbb{R}, \forall -\theta y \in Y^\theta. \) Then, \(B^a_{-\theta y}(X') \subset B^a_{-\theta y}(X''), \forall -\theta y \in Y^\theta.\)
Proof. Trivial. ■

Lemma 4 Assume \( X = \{X_{-\theta y}\}_{-\theta y \in Y^\theta} \): \( X_{-\theta y} \subset \mathbb{R} \) compact, \( \forall -\theta y \in Y^\theta \). Then, \( B^a_{-\theta y}(X) \) compact, \( \forall -\theta y \in Y^\theta \).

Proof. Let the condition of the lemma hold and assume \( B^a_{-\theta y}(X) \neq \emptyset \) for some \(-\theta y \in Y^\theta\). Note that \( B^a_{-\theta y}(X) \subset \left[ V(-\theta y), V \right] \subset \mathbb{R} \) is bounded by definition. We should also show that it is closed. Take an arbitrary convergent sequence \( \{V_i\}_{i=1}^\infty : V_i \in B^a_{-\theta y}(X), \forall i \in \mathbb{Z}_+ \) with \( V_i \to V_{\infty} \). We need to prove that \( V_{\infty} \in B^a_{-\theta y}(X) \). If \( V_{\infty} = V(-\theta y) \), then the result is trivial since \( V(-\theta y) \in B^a_{-\theta y}(X) \). Therefore, assume that \( V_{\infty} \neq V(-\theta y) \). Then, it should be the case that there exists a subsequence \( \{V_{i_j}\}_{j=1}^\infty \) of \( \{V_i\}_{i=1}^\infty \), such that for every positive integer \( j \), \( V_{i_j} \in \left[ V(-\theta y), V \right] \) and \( \exists c_{R,i_j} : (6)-(12) \) hold at \( (V_{i_j}, -\theta y) \).

By \( V_{i_j} \in \left[ V(-\theta y), V \right], \forall \) positive integer \( j \), we obtain \( V_{\infty} \in \left[ V(-\theta y), V \right] \).

By (6), (7), (12), \( Y \) finite, and \( X_{-\theta y} \subset \mathbb{R} \) compact for \( \forall -\theta y \in Y^\theta \), we have that \( \{c_{R,i_j}\}_{j=1}^\infty \) is uniformly bounded, therefore \( \exists \) a subsequence \( \{c_{R,i_{j_k}}\}_{k=1}^\infty \) of \( \{c_{R,i_j}\}_{j=1}^\infty \): \( c_{R,i_{j_k}} \to c_{R,\infty} \). It is immediate that \( c_{R,\infty} \) satisfies (6)-(12) at \( (V_{\infty}, -\theta y) \).

Proposition 3 Let \( X_0 \) compact : \( \{V^{ICAPa}\} \subset X_0 \subset \mathbb{R}^{N^\theta} \) and \( B^a(X_0) \subset X_0 \). Define \( X_{i+1} := B^a(X_i) \) for \( \forall i \in \mathbb{Z}_+ \). Then, \( X_{i+1} \subset X_i, \forall i \in \mathbb{Z}_+ \) and \( X_{\infty} := \lim_{i \to \infty} X_i = \{V^{ICAPa}\} \).

Proof of Proposition 3. For \( \forall -\theta y \in Y^\theta \) and \( \forall i \in \mathbb{Z}_+ \), denote by \( X_i \) corresponding to initial history \(-\theta y\). By the condition of the Proposition, we have \( \{V^{ICAPa}(-\theta y)\} \subset X_0 (-\theta y) \subset \mathbb{R}, -\theta y \in Y^\theta \). Since by Proposition 2 (a) \( B^a \left( \{V^{ICAPa}\} \right) = \{V^{ICAPa}(-\theta y)\} \), we can apply Lemma 3 to obtain \( \{V^{ICAPa}(-\theta y)\} \subset X_1 (-\theta y) \subset \mathbb{R}, -\theta y \in Y^\theta \). Using \( X_1 \subset X_0 \) and repeating the argument, we reach \( \{V^{ICAPa}\} \subset X_{i+1} \subset X_i, \forall i \in \mathbb{Z}_+ \). Then, \( \{X_i\}_{i=0}^\infty \) is a sequence of non-empty, compact (by Lemma 4 since \( X_0 \) compact), monotonically decreasing (nested) sets; therefore it converges to \( X_{\infty} = \bigcap_{i=0}^\infty X_i \subset \{V^{ICAPa}\} \) with \( X_{\infty} \) compact.

What remains to be shown is that \( X_{\infty} \subset \{V^{ICAPa}\} \). By Lemma 2, it is enough to show that \( X_{\infty} \subset B^a(X_{\infty}) \). Let \( V \in X_{\infty} \). This implies that \( V \in X_i, \forall i \in \mathbb{Z}_+ \). Fix an arbitrary \(-\theta y \in Y^\theta \). If \( V_{-\theta y} = V(-\theta y) \), we immediately have that \( V_{-\theta y} \in B^a_{-\theta y}(X_{\infty}) \), therefore assume \( V_{-\theta y} \neq V(-\theta y) \). Then, \( \exists c_{R,i} : \)
Consequently, (12) holds for closed and $V$ to be a monotonically decreasing (nested) sequence, from where $X$.

Lemma 5

We have that $X_0$ is compact and $\{V^{ICAPa}\} \subset X_0 \subset \mathbb{R}^{N^\theta}$. Note that for $\forall X \subset \mathbb{R}^{N^\theta}$, we have $B^a_{\theta y}(X) \subset B_{\theta y}(X)$. Then, by Lemma 3 and Proposition 2 (a), we obtain $\{V^{ICAPa}\} \subset B^a(X_0') \subset B^a(X_0')$. Using the same arguments plus the monotonicity of $B^a$ (trivial), we have $\{V^{ICAPa}\} \subset X_i'$. 

Proof. We have that $X_0'$ is compact and $\{V^{ICAPa}\} \subset X_0' \subset \mathbb{R}^{N^\theta}$. Note that for $\forall X \subset \mathbb{R}^{N^\theta}$, we have $B^a_{\theta y}(X) \subset B_{\theta y}(X)$. Then, by Lemma 3 and Proposition 2 (a), we obtain $\{V^{ICAPa}\} \subset B^a(X_0') \subset B^a(X_0')$. Using the same arguments plus the monotonicity of $B^a$ (trivial), we have $\{V^{ICAPa}\} \subset X_i'$.
\( \forall i \in \mathbb{Z}_+ \). Moreover, by construction \( B^{\alpha'}(X_0^i) \subset X_0^i \). Then, the condition \( B(X_0^i) \subset X_0^i \) is satisfied. Observe that for \( \forall^{y'} \in Y^0, X_1^{i} (\theta^{y'}) = V^{\theta^{y'}} \cap \{ V^{-\theta^{y'}} \} : \exists c_R \) s.t. (6)-(9), (10) hold at \( (V^{-\theta^{y'}}, \quad \theta^{y'}) \} = V^{\theta^{y'}} \cap \{ V^{-\theta^{y'}} \} : \exists c_R \) s.t. (6)-(9), (12) hold at \( (V^{-\theta^{y'}}, \quad \theta^{y'}) \} = B^{\alpha_y}(X_0^i) \) since, by construction, we have that \( X_0^{i+1} = \{ V^{\theta^{y'}}, \quad \theta^{y'} \} = X_0^{i} \) \( Y^0 \), \( \forall y \in Y^0 \). Furthermore, by \( X_1^{i} \subset X_0^i \) and the monotonicity of \( B' \), we obtain \( X_1^{i+1} \subset X_1^{i}, \forall i \in \mathbb{Z}_+ \). Then, it is trivial that \( X_1^{i+1} = B^{\alpha}(X_1^{i}), \forall i \in \mathbb{Z}_+ \).

Therefore, Proposition 3 applies to \( \{ X_1^{i} \}_{i=1}^{\infty} \).

**Lemma 6** Let \( \{ X_1^{i} \}_{i=1}^{\infty} \) be defined as in Lemma 5. Take \( \tilde{X}_0 := X_0^i \) and let \( \tilde{X}_1 := \tilde{B}^{\alpha}(\tilde{X}_1) \) for \( \forall i \in \mathbb{Z}_+ \). Then, \( \tilde{X}_i = X_1^{i}, \forall i \in \mathbb{Z}_+ \).

**Proof.** Assume \( \tilde{X}_i = X_1^{i-1} \) for some \( i \in \mathbb{Z}_+ \). By Lemma 5, \( \emptyset \neq X_1^{i} \subset X_1^{i-1} \). Fix \( \theta^{y'} \in Y^0 \) and let \( V \in X_1^{i} (\theta^{y'}) \). Then, we have \( V \in \tilde{X}_i = \tilde{X}_i = X_1^{i-1} (\theta^{y'}) \), which together with \( V \in B_+^{\alpha_y}(\tilde{X}_i) \) implies \( V \in \tilde{B}^{\alpha_y}(\tilde{X}_i) \). Since \( \theta^{y'} \) and \( V \) were chosen randomly, this generalizes to \( X_1^{i} \subset \tilde{X}_i \). Note that \( \tilde{X}_{i+1} = \tilde{X}_i \subset \tilde{X}_i \). We have that \( \tilde{X}_0 = \tilde{X}_0 \) by definition and have just shown that \( \tilde{X}_i = \tilde{X}_i \) would imply \( \tilde{X}_i = X_1^{i} \); therefore, by induction we obtain that \( \tilde{X}_i = X_1^{i}, \forall i \in \mathbb{Z}_+ \).

**Proposition 4** (a) Take \( \tilde{X}_0 := \left\{ \tilde{X}_0 \right\}_{\theta^{y'} \in Y^0} \) with \( \tilde{X}_0 \). Then, \( \tilde{X}_i \subset \tilde{X}_i, \forall i \in \mathbb{Z}_+ \) and \( \tilde{X}_i = \tilde{X}_i = \lim_{i \to \infty} \tilde{X}_i = \left\{ V^I \right\}_{i=1}^{\infty} \). (b) \( \tilde{B}^{\alpha} \left\{ V^I \right\}_{i=1}^{\infty} \) and (c) if \( \exists X \subset \tilde{X}_0 : \tilde{B}^{\alpha}(X) = X \), then \( \tilde{X}_i = \left\{ V^I \right\}_{i=1}^{\infty} \).

**Proof of Proposition 4.** (a) From Lemmas 5 and 6.

(b) Similarly to the proof of Lemma 1, we can show that \( \left\{ V^I \right\}_{i=1}^{\infty} \subset \tilde{B}^{\alpha} \left\{ V^I \right\}_{i=1}^{\infty} \). It is trivial that \( \tilde{B}^{\alpha} \left\{ V^I \right\}_{i=1}^{\infty} \subset \left\{ V^I \right\}_{i=1}^{\infty} \).

(c) Since \( X \subset \tilde{X}_0 \), we can use the monotonicity of \( \tilde{B}^{\alpha} \) and \( \tilde{B}^{\alpha}(X) = X \) to obtain \( X \subset \tilde{X}_i, \forall i \in \mathbb{Z}_+ \). Then, by (a), we have \( X \subset \tilde{X}_i = \left\{ V^I \right\}_{i=1}^{\infty} \).}

This proposition outlines a practical way of obtaining \( \left\{ V^I \right\}_{i=1}^{\infty} \). Namely, we start with the set \( \left\{ \left[ V^{\theta^{y'}}, \tilde{V} \right] \right\}_{\theta^{y'} \in Y^0} \) and iterate on the set operator \( \tilde{B}^{\alpha} \) until convergence in a properly defined sense is attained.
APPENDIX 2

Figure 1: Value functions for the IC2Pa contract ordered by initial stock-price history: $U^{a*}(\cdot, y_i), i \in \{1, 2, 3\}$ (LMH, case 3)
Figure 2: Optimal effort under the IC2Pa contract as a function of initial utility promise: $a_{y_i}^2$, $i \in \{1, 2, 3\}$ (LMH, case 3)
Figure 3: Optimal wage under the IC2Pa contract as a function of initial utility promise and future stock price: \( w_{yi}^{a_i}(V_{yi}^{a_i}, y_k) \): \( V_{yi}^{a_i} \in \{ V^{a_i}(y_i) \} \), \( i, k \in \{ 1, 2, 3 \} \) (LMH, case 3)
Figure 4: Optimal wage under the IC2Pa contract as a function of initial utility promise: $w^*_i (., y_k)$, $i, k \in \{1, 2, 3\}$ (LMH, case 3)
Figure 5: Optimal wage under the IC2Pa contract as a function of future stock price: $w_{y_i}^* (V_{y_i}^a, \cdots); V_{y_i}^a \in \{V^a (y_i)\}, i \in \{1, 2, 3\}$ (LMH, case 3)
Figure 6: Optimal future utility promise under the IC2Pa contract as a function of initial utility promise and future stock price: $V^*_{y_i}(V^*_{y_i}, y_k)$: $V^*_{y_i} \in \{V^*_{y_i}(y_i)\}$, $i, k \in \{1, 2, 3\}$ (LMH, case 3)
Figure 7: Optimal future utility promise under the IC2Pa contract as a function of initial utility promise: $V^+_{\Pi_{i, y_{\Pi_{j}}}}$, $i, k \in \{1, 2, 3\}$ (LMH, case 3)
Figure 8: Optimal future utility promise under the IC2Pa contract as a function of future stock price: $V^a_{+y_i}(V^a_{y_i};,): V^a_{y_i} \in \{V^a(y_i)\}, i \in \{1, 2, 3\}$ (LMH, case 3)
Figure 9: Value functions for the ICAP and IC2P contracts ordered by initial stock-price history: $U^{ICAP^*}(., y_i), U^*(., y_i), i \in \{1, 2, 3\}$ (LMH, case 3)
Figure 10: Optimal effort under the IC2P contract as a function of initial utility promise: $a_{y_i}^*, i \in \{1, 2, 3\}$ (LMH, case 3)
Figure 11: Optimal wage under the IC2P contract as a function of initial utility promise and future stock price: \( w_j^* (V_{yi}, y_k) \): \( V_{yi} \in \{ V_{IC2P} (y_i) \} \), \( i, k \in \{ 1, 2, 3 \} \) (LMH, case 3)
Figure 12: Optimal wage under the IC2P contract as a function of initial utility promise: $w_{y_i}(., y_k), i, k \in \{1, 2, 3\}$ (LMH, case 3)
Figure 13: Optimal wage under the IC2P contract as a function of future stock price: $w^*_y(V_{y,\cdot})$: $V_{y,\cdot} \in \{V^{IC2P}_{y,\cdot}\}, i \in \{1, 2, 3\}$ (LMH, case 3)
Figure 14: Optimal future utility promise under the IC2P contract as a function of initial utility promise and future stock price: $V^*_i(y_i, y_k):$ $V_{y_i} \in \{V^{IC2P}(y_i)\}, i, k \in \{1, 2, 3\}$ (LMH, case 3)
Figure 15: Optimal future utility promise under the IC2P contract as a function of initial utility promise: $V_{i}^{*}(., y_{k})$, $i, k \in \{1, 2, 3\}$ (LMH, case 3)
Figure 16: Optimal future utility promise under the IC2P contract as a function of future stock price: $V^*_y(y_i) : V_{yi} \in \{V^{IC2P}_i(y_i)\}, \ i \in \{1, 2, 3\}$ (LMH, case 3)