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1. Introduction

The identification of key service attributes is crucial for quality improvement. From a strategic point of view the natural areas for improvement are related to those attributes that are both important and with which customers are dissatisfied (Martilla & James 1977). In order to identify such important but low-performing attributes importance-performance analysis (IPA) is widely used (Deng et al. 2008; Matzler et al. 2004; Guadagnolo 1985; Deng 2007; Deng & Pei 2009). Usually it is based on customer satisfaction survey data, which is then plotted on a graph, where the horizontal axis represents the importance of every attribute and the vertical axis shows the performance of an attribute. The chart is divided into 4 quadrants:

1. Quadrant 1 (high importance, high performance): attributes from this quadrant are the key drivers of satisfaction. It is recommended to maintain the satisfaction with these attributes at a high level.
2. Quadrant 2 (low importance, high performance): attributes from this quadrant are given too much attention. It is recommended to avoid spending too many resources on their development and if possible, reduce the expenditures on them.
3. Quadrant 3 (low importance, low performance): attributes from this quadrant are minor shortcomings, improving which is not of high priority. It is recommended to delay their improvement up until some point of time in the future.
4. Quadrant 4 (high importance, low performance): attributes from this quadrant require immediate improvement.

Therefore, IPA complements descriptive satisfaction survey information and helps managers to make decisions about the allocation of scarce resources in a way that maximizes customer satisfaction or some other overall performance measure.

In this paper we use IPA framework to develop a system that allows conducting strategic quadrant analysis for Internet stores based on publicly available data. Our study has several features that distinguish it from other research:

1. We use a theoretically sound Shapley value approach to measure attribute importance. As a major limitation, IPA leads to different conclusions depending on how an attribute's importance is figured (Tontini & Silveira 2007). In most past studies direct importance ratings were used (Murdy & Pike 2012; O’Neill & Palmer 2004; Duke & Persia 1996; Smith & Costello 2009; Martin 1995). However, empirical comparisons suggest that derived importance provides better differentiation of attribute importance values (Fontenot et al. 2007; Van Ryzin & Immerwahr 2007). Pokryshevskaya and Antipov (2013) compared nine methods for measuring indirect importance and came to a conclusion that the Shapley value approach for $R^2$
decomposition can be recommended as a theoretically sound method, and the only one which is among the Top-5 methods, according to both stability and specificity.

2. We use panel data, which enables us to apply a first-difference estimator, which is a sound technique for causal inference. Most existing importance-performance studies use cross-sectional data, whereas with panel data we are able to control for store-specific fixed effects and therefore more properly measure the influence of each attribute on purchase intention. Moreover, IPA graph becomes more informative when shifts from one period to the other are depicted on it.

3. We use publicly available data. Most customer satisfaction and loyalty studies analyze a single company, using proprietary survey data. Instead, we gather publicly available data on a sample of Internet stores, which makes it possible to conduct the analysis with virtually any frequency without spending money on expensive surveys.

2. Data

Data was gathered in September 2010 and November 2012 from www.Bizrate.com. The panel dataset consists of average grades, given by customers to 422 nonfood Internet stores. All grades are on a 10-point scale with 10 being “excellent.” We use a relatively strict requirement for the sample size, based on which the average grade is calculated – no less than 250 respondents during the last 3 months. This ensures that the average grade reflects the opinion of a reasonably large number of people.

The dependent variable \( Y_i \) is a repeat purchase intention characterized by the average agreement with the statement Would shop here again for store \( i \). Attributes \( (X_{ij}, j=1,\ldots,13) \) can be classified into three groups (Pokryshevskaya & Antipov 2012):

- Post-order service and satisfaction with claims (On-time delivery, Order tracking, Customer support, Availability of product you wanted, Product met expectations)
- Internet store usability and design (Ease of finding what you are looking for, Overall look and design of site, Clarity of product information, Selection of products)
- Economic considerations (Shipping charges, Charges stated clearly before order submission, Variety of shipping options, Prices relative to other online merchants)

The changes in mean attribute ratings are presented in Table 1. On average, companies managed to improve the performance of pre-order attributes (i.e. usability, selection of products, pricing, shipping charges and shipping options). At the same time, mean repeat purchase intention did not change significantly according to Wilcoxon test.
Table 1. Average changes in attribute performance between September 2010 and November 2012 (attributes, which ratings experienced a significant change are typed in boldface).

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Change (points)</th>
<th>Change (%)</th>
<th>Wilcoxon test p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Standard Deviation</td>
<td>Minimum</td>
<td>Maximum</td>
</tr>
<tr>
<td>Would shop here again</td>
<td>0.03</td>
<td>0.43</td>
<td>-1.90</td>
</tr>
<tr>
<td>Ease of finding what you are looking for</td>
<td>0.03</td>
<td>0.21</td>
<td>-0.90</td>
</tr>
<tr>
<td>Selection of products</td>
<td>0.05</td>
<td>0.19</td>
<td>-0.70</td>
</tr>
<tr>
<td>Clarity of product information</td>
<td>0.04</td>
<td>0.21</td>
<td>-1.00</td>
</tr>
<tr>
<td>Prices relative to other online merchants</td>
<td>0.11</td>
<td>0.25</td>
<td>-0.80</td>
</tr>
<tr>
<td>Overall look and design of site</td>
<td>0.07</td>
<td>0.22</td>
<td>-0.90</td>
</tr>
<tr>
<td>Shipping charges</td>
<td>0.12</td>
<td>0.47</td>
<td>-2.50</td>
</tr>
<tr>
<td>Variety of shipping options</td>
<td>0.09</td>
<td>0.28</td>
<td>-1.00</td>
</tr>
<tr>
<td>Charges stated clearly before order submission</td>
<td>0.05</td>
<td>0.22</td>
<td>-0.70</td>
</tr>
<tr>
<td>Availability of product you wanted</td>
<td>0.06</td>
<td>0.40</td>
<td>-1.60</td>
</tr>
<tr>
<td>Order tracking</td>
<td>0.05</td>
<td>0.44</td>
<td>-1.70</td>
</tr>
<tr>
<td>On-time delivery</td>
<td>0.06</td>
<td>0.43</td>
<td>-2.30</td>
</tr>
<tr>
<td>Product met expectations</td>
<td>0.01</td>
<td>0.39</td>
<td>-1.60</td>
</tr>
<tr>
<td>Customer support</td>
<td>0.04</td>
<td>0.53</td>
<td>-1.80</td>
</tr>
</tbody>
</table>

3. Methodology

If we want to conduct IPA for a particular store, we need to measure its attributes’ performance and their importance. While the performance of every attribute (its mean rating) is directly available in the dataset, measuring importance is less straightforward.

We suggest estimating two regression models in first differences (but with the intercept that captures a possible change in the overall level of loyalty over time):

- **First absolute differences:** $\Delta Y_i = \alpha_0 + \alpha_1 \Delta X_{1i} + \ldots + \alpha_{13} \Delta X_{13i} + \epsilon_i$ (1)
- **First percentage differences:** $\Delta(%) Y_i = \beta_0 + \beta_1 \Delta(%) X_{1i} + \ldots + \beta_{13} \Delta(%) X_{13i} + u_i$ (2)

Estimating two models is useful for robustness check. Besides, depending on a situation and a practitioner’s expert judgments, either model may be the preferred choice. If we had data from more than two time periods and wanted to use all the information, we could have used the so-called within estimator (for example, by including firm-specific individual effects using dummy variables), which is more efficient than the first-differences estimator when more than two periods are considered (Cameron & Trivedi 2005).
We will also compare first difference estimators with a **cross-sectional OLS regression based on the second (i.e. the latest available) period data** to see whether results based on panel data and one-period cross-sectional data differ significantly or not. This is an important issue, because sometimes an express study is needed, in which case there is no time to gather a panel dataset. The specification of the above-mentioned cross-sectional regression is as follows:

\[ Y_{i,t-2} = \gamma_0 + \gamma_1 X_{i,t-2}^1 + \ldots + \gamma_{13} X_{13,i,t-2} + \nu_i (3) \]

Attribute importance was measured using the Shapley value decomposition of R², which recently came to econometrics from game theory. Therefore the Shapley value approach is theoretically grounded. In a regression, explanatory variables correspond to players and the coefficient of determination – to the total payoff of the coalition consisting of all the players (Lipovetsky & Conklin 2001). The Shapley value for a particular attribute equals to the average gain in R², which is observed when this variable is included in the model, across all possible sequences of independent variables inclusion into the model. For example, if there are n regressors, the number of combinations considered equals \( \sum_{k=1}^{n} \frac{n!}{k!(n-k)!} \).

In addition, the sum of the Shapley values for all attributes equals R². That is why this approach is appropriate for the decomposition of R² into components. Percentage contributions obtained using the Shapley value approach can then be used in IPA, where they are confronted to attribute ratings.

### 4. The Shapley value decomposition

The estimation results for equations (1), (2) and (3) are presented in Table 2.

**Table 2. Parameter estimates of regression models**

<table>
<thead>
<tr>
<th>(Dependent variable: Would shop here again)</th>
<th>First point-differences</th>
<th>First percentage differences</th>
<th>Cross-sectional OLS regression based on the second period data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>beta</td>
<td>robust std. error</td>
<td>beta</td>
</tr>
<tr>
<td>Ease of finding what you are looking for</td>
<td>0.074</td>
<td>(0.127)</td>
<td>0.094</td>
</tr>
<tr>
<td>Selection of products</td>
<td>0.055</td>
<td>(0.126)</td>
<td>0.071</td>
</tr>
<tr>
<td>Clarity of product information</td>
<td>0.022</td>
<td>(0.104)</td>
<td>0.010</td>
</tr>
<tr>
<td>Prices relative to other online merchants</td>
<td>0.085</td>
<td>(0.080)</td>
<td>0.117</td>
</tr>
<tr>
<td>Overall look and design of site</td>
<td>-0.072</td>
<td>(0.121)</td>
<td>-0.081</td>
</tr>
<tr>
<td>Shipping charges</td>
<td>-0.035</td>
<td>(0.033)</td>
<td>-0.030</td>
</tr>
</tbody>
</table>
Variety of shipping options & -0.059 & (0.071) & -0.089 & (0.071) & 0.065* & (0.031) \\
Charges stated clearly before order submission & 0.033 & (0.087) & 0.029 & (0.089) & 0.051 & (0.066) \\
Availability of product you wanted & 0.023 & (0.068) & 0.051 & (0.067) & -0.104* & (0.051) \\
Order tracking & 0.117 & (0.076) & 0.117 & (0.081) & -0.055 & (0.057) \\
On-time delivery & 0.265*** & (0.075) & 0.254* & (0.080) & 0.340*** & (0.062) \\
Product met expectations & 0.474*** & (0.059) & 0.466*** & (0.058) & 0.485*** & (0.050) \\
Customer support & 0.164*** & (0.044) & 0.163*** & (0.049) & 0.199*** & (0.042) \\
Constant & -0.007 & (0.014) & -0.097 & (0.164) & -0.798 & (0.469) \\
Observations & 420 & 420 & 420 \\
$R^2$ & 0.746 & 0.746 & 0.840 \\
Adjusted $R^2$ & 0.738 & 0.738 & 0.834 \\

The Shapley value decomposition of each regression’s R-squared is given in Table 3. In our study the number of attributes $n$ is equal to 13, therefore, the number of combinations of regressors that should be considered to conduct each Shapley value decomposition equals

$$
\sum_{k=1}^{13} \frac{13!}{k!(13-k)!} = 8191.
$$

The procedure is relatively easy to program and even the computing power of a typical modern laptop is sufficient to obtain the results in a few minutes (it took us 88 seconds on Intel Core i7-3612QM CPU @ 2.10GHz with 8 Gb RAM).

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Importance, % or $R^2$ contributed by an attribute</th>
<th>First point differences</th>
<th>First percentage differences</th>
<th>Cross-sectional OLS regression based on the second period data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of finding what you are looking for</td>
<td>0.46</td>
<td>0.49</td>
<td>1.48</td>
<td></td>
</tr>
<tr>
<td>Selection of products</td>
<td>0.88</td>
<td>0.92</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>Clarity of product information</td>
<td>0.92</td>
<td>1.01</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td>Prices relative to other online merchants</td>
<td>1.12</td>
<td>1.31</td>
<td>2.12</td>
<td></td>
</tr>
<tr>
<td>Overall look and design of site</td>
<td>0.22</td>
<td>0.24</td>
<td>1.38</td>
<td></td>
</tr>
<tr>
<td>Shipping charges</td>
<td>0.27</td>
<td>0.23</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>Variety of shipping options</td>
<td>0.35</td>
<td>0.37</td>
<td>2.36</td>
<td></td>
</tr>
<tr>
<td>Charges stated clearly before order submission</td>
<td>0.41</td>
<td>0.47</td>
<td>2.26</td>
<td></td>
</tr>
<tr>
<td>Availability of product you wanted</td>
<td>13.86</td>
<td>14.35</td>
<td>9.4</td>
<td></td>
</tr>
<tr>
<td>Order tracking</td>
<td>14.24</td>
<td>14.31</td>
<td>12.09</td>
<td></td>
</tr>
<tr>
<td>On-time delivery</td>
<td>19.76</td>
<td>19.31</td>
<td>16.16</td>
<td></td>
</tr>
<tr>
<td>Product met expectations</td>
<td>29.58</td>
<td>28.91</td>
<td>26.95</td>
<td></td>
</tr>
<tr>
<td>Customer support</td>
<td>17.92</td>
<td>18.07</td>
<td>19.1</td>
<td></td>
</tr>
</tbody>
</table>
According to both first difference models, about 95% of repeat purchase intention growth is explained by post-order attributes, i.e. On-time delivery, Order tracking, Customer support, Availability of product you wanted, Product met expectations. The results based on point differences and percentages differences are essentially the same (Spearman correlation coefficient between the Shapley values based on model (1) and those based on model (2) is 0.989). Although other factors might be important for attracting new customers, they do not contribute to increasing retention rates. The results of the cross-sectional OLS regression based on the second period data are generally consistent with the results of the first difference estimation (Spearman correlation between the Shapley values from model (3) and any of the two other models is 0.901), but the importance of post-order attributes is estimated to be just 84%. We will use the first point difference estimates in our further analysis.

5. Importance-performance analysis

We have arbitrarily picked two Internet stores from our sample and conducted a brief importance-performance analysis of them. The names of the stores are not relevant for our illustrative example, which is why we do not disclose them.

Store A’s repeat purchase intention mean score increased from 8.3 up to 9.3\(^4\), despite the fact that the store has relatively low and decreasing ratings for Variety of shipping options and Shipping charges. This illustrates the idea that these attributes are among the unimportant ones: repeat purchase intentions are not very sensitive to changes in these characteristics. The importance-performance analysis for store A is summarized in Figure 1. Thanks to using panel data we are able to show (using different markers) how each attribute’s rating changed between the two periods. The store’s existing strategy can be maintained: the rating decreased only for unimportant attributes, none of the important variables have low performance. However, some usability ratings (Selection of products, Clarity of product information and Charges stated clearly before order submission) are already high enough for the store to revise their expenditures on improving the corresponding features, as well as to “educate” people about these advantages.

\(^4\) Since only aggregate mean scores were available to us, we are not able to claim that the difference is statistically significant, but the fact that mean scores for all stores that are considered in Section 5 are based on responses obtained from over 500 shoppers makes all point estimates sufficiently reliable.
Figure 1. The importance-performance map for Store A (increased ratings are represented by “+”, decreased ratings – by “-”, unchanged ratings – by “●”).

Store B’s repeat purchase intention mean score decreased from 8.2 to 7.2, despite the fact that the store has relatively high and increasing ratings for *Ease of finding what you are looking for* and *Selection of products* and persistently high score for *Clarity of product information*. The importance-performance analysis for store B is summarized in Figure 2. None of the important attributes experience an improvement between the two periods. However, the satisfaction with most attributes representing Internet store usability and design and Economic considerations is high enough to advertise them as this store’s features. So the store’s strategy should be revised if they want to increase retention: specifically, improving important but underperforming attributes *Order tracking*, *Customer Support* and *On-time delivery* is of high priority.
6. Conclusion

Data from BizRate.com and other websites with store ratings can be easily collected using inexpensive web scraping software products or self-developed parsers. We have shown that such publicly available data provides an opportunity for managers to track the performance of their stores, as well as their competitors’ stores, on annual, monthly or even weekly basis, i.e. to collect rich panel data. The use of longitudinal data allows wiping out time invariant (i.e. store-specific) omitted variables using the repeated observations over time.

With merchant ratings at hand, marketers are not limited to descriptive analysis only. With the help of Importance-performance analysis, backed up by a fixed-effects estimator and
Shapley value decomposition of overall performance, they can assess the “health status” of every service attribute and place them into one of the four categories: strengths, weaknesses, attributes which the company should bring customers’ attention to, and attributes, improvement of which is not of a high priority.

One of the main results is that post-order service and satisfaction with claims is much more important than usability, design and economic considerations (price, cost and speed of delivery). For instance, if the usability is great and continuously improved, it cannot compensate for the lack of satisfaction with claims or for the late delivery. This conclusion is especially obvious when indirect importance analysis is based on the results of the first-difference estimation, but cross-sectional analysis gave similar percentage contributions of attributes. In the first difference regression almost 95% of the explained variance is attributed to Availability of product you wanted, Order tracking, On-time delivery, Product met expectations, and Customer support. While we recommend accounting for unobserved firm-specific features using panel data, we should admit that in our case, the problem of unobserved heterogeneity is not very strong, which is why the cross-sectional regression based solely on the second period data only slightly underestimated the importance of post-order attributes.

It should be noted that it is reasonable to apply the proposed expert system when marketers are concerned with an insufficient level of loyalty, i.e. a low repeat purchase rate. Other type of research is necessary to work out, what should be done to attract more new clients. Another limitation of our study is that we assume that attribute importance is constant across different stores. Although we limit our sample to relatively large non-food stores, there still may be heterogeneous groups within the sample. To account for this heterogeneity, a researcher may use latent class models (e.g. finite mixture models) to reveal several types of stores, which have different key drivers of satisfaction. However, since the total number of US Internet stores, for which Bizrate ratings are available, exceeds 4000, an analyst can easily find a sufficiently large subset of stores for tracking and conducting importance-performance analysis. In addition, the information system described in this paper can be easily enhanced with micro-level data (i.e. with ratings posted by individuals rather than aggregated ratings). Availability of micro-data will make the sample size large enough for the analysis even at the level of a single store or a relatively small group of competing stores.
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