Prediction of Non-stationary Time Series With Replacement Variables

Perminov Gennady Ivanovich
National Research University Higher School of Economics, Moscow, Russia

The experimental comparison of methods of forecasting non-stationary time series by replacing the variables. One of these variables is the phase of the process. Currently, in the direction of the change of variables there were two main approaches to the isolation of stable characteristics of the process - and the band-pass filtering on the empirical mode decomposition. The band-pass filtering. Using a bandpass filter that transmits only the frequencies in a small neighborhood of a selected frequency, will provide components with clearly highlighted the basic rhythm. One option for the analytical component of the original series is a discrete wavelet transform (DWT) with getting more approximate and detail the factors on levels of decomposition. On empirical mode decomposition. Empirical method of decomposition (EMD) is based on the simple assumption that any data consist of a variety of simple domestic species fluctuations (MOD). Each “fashion” must be a signal with zero mean, Maxima and minima of positive-negative, i.e., between each maximum and minimum signal $x(t)$ necessarily have his schedule with the direct crossing $x = 0$. Continue to make the variable phase each fashion is Hilbert decomposition. In both cases, instead of the original series we receive several quasi-stationary series that are projected separately. Projection results are reverse-conversion with predictive component series, which gives the forecast. Difficulty at this stage is the selection of forecasting method for sampling small dimension, because according to our research, the length of the memory of the financial series is extremely small For the same source data give calculations for both approaches using neural network forecasting and sliding fractal Caterpillar SSA. The results show satisfactory as a prediction.
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Introduction

In practice, the ideal theorems of fixed processes are only approximate, and accurately they cannot be implemented in principle. On the other hand, it is well known that the methods of mathematical statistics, correctly apply only to stationary time series. If the time series varied, the theorem on the effectiveness, consistency, and asymptotic normality of sample estimates and their variances in general, are not met. When you define a non-stationary time series forecast error to consider two factors: limb difference and sampling distributions for different samples due to the non-stationary process.
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In some stationary projection magnification window width (sample size) typically increases the accuracy of the forecast. For non-stationary series remove in time from the last point of the sample data used for projection usually leads to the increased error prediction. In other words, when you build the forecast you can use the model of stationary fit of available data, and to estimate the dynamic of this model quite quickly become unusable (see Figure 1).

Application of simulation to calculate the ongoing assessments of the statistical characteristics of non-stationary process \( x(t) \) generates a fatal error: arising from the extremities of time averaging, e.g., due to a lack of representativity of the sample, as well as errors arising due to changes in statistics at the interval of averaging. According to the results of the observations cannot be statistically separated in a finite sample of non-stationary factor (denoted by \( \Sigma_2 \) error) of factor to materialise (denoted \( \Sigma_1 \) through error). Window width optimization occurs because error \( \Sigma_1 \) and \( \Sigma_2(t) \), as a function of the sample size has different behavior. To reduce error \( \Sigma_1(t) \) due to incomplete statistical representativeness should be increased so as to reduce errors of \( \Sigma_2(t) \) non-stationary impact on the statistical characteristics of time series sample size should be reduced.

To confirm the above, consider a simple AR model of first-order to find errors and RTS Index indices weekly S&P, as well as one-day oil prices. Increase the width of the window will move to one observer, and initial size equal to 4, the final 40 observations. The typical dynamics model in the range error changes the width of the window from 6 to 40 (see Figure 1).

![Change the default error model AR (1) depending on the size of the sample indices](image)

*Figure 1. The sample values impact error model AR (1).*

There are some non-stationary time series trend after which can be approximately fixed. Such data sets, for example, with polynomial trend, are not considered. The aim of our research is a series not given standard algorithms to stationary.

Non-stationary time series can be categorized by type not of stationarity into three fairly general classes:

- Non-stationary time series information is kept in a small act of distribution or its basic settings, and changing the variance or mean number;
Large non-stationary time series when changing distribution;

- Significantly non-stationary time series when not only changing the law of distribution of a random variable, but also there is no analytical view of the trend of a time series. The third class of a series of economic time series is characterized by frequent changes in complex conditions defining the random process. The market is expected to meet with fractal hypothesis periodic interference by stakeholder groups, opposing the growth or drop in prices, the transition from one administration to another schema partial. Discontinuous component is a special case of significant non-stationary time series, which are not always visually seen. Non-stationary time series is essentially split into segments, which change little component properties then produce a consistent selection component of the time series for each segment separately.

**Special Methods of Analysis and Forecasting Non-stationary Time Series**

Traditional data analysis methods are based completely on the line and fixed assumptions. The analysis of non-stationary time series methods is inapplicable classic.

Only in recent years have new methods for analyzing non-stationary and nonlinear data (Bezruchko & Smirnov, 2005; Orlov & Osminin, 2011). These include wavelet-analysis (Kolodyazhny, 2006; Dobesí, 1999) methods for random allocation (Flandrin, 1999; Gröchenig, 2001) and a few other methods (Louis, 2008).

In real systems, the series can be both a non-linear, and not stationary. In addition, according to Figure 1, data with observations, suitable for prediction, usually too short.

For non-linear and non-stationary time series stretching or forecast based on historical retrospective data is risky, because the latter may belong to a segment with different parameters not stationary.

In the task, the main problem is finding such a sustained, “stationary” characteristics of the process (variables) that can translate a number to become stationary, non-linear, for whom there are proven methods of analysis (e.g., neural networks, adaptive, or genetic algorithms). Analysis of the data in these systems can be reduced to finding a new variable, after conversion, which becomes fixed. In some works as such variables proposed: phase of the process, which has properties of stationarity (Huang et al., 1998) and the discrete wavelet transform (SMD) (Mallat & Hwang, 1992).

In both directions with the replacement of the variables has a first phase—time series in Kvaiz-stationary. This is done by sustainable characteristics of flapper valve strip Seel-if filter and SMD fashion to empirical method of decomposition (EMD) phase.

Use of filter strips, vapour permissive only frequencies in a small neighborhood of a selected frequency will provide component with clearly identified the main rhythm.

In addition to band-pass filtering other approaches are possible. Increasingly popular in recent years proposed (Huang et al., 1998) signal decomposition method on so-called “empirical fashion” (this version of adaptive non-linear filter). For each of the “mod” phase is well defined by Hilbert transform as a spin trajectory around clearly selected centre on the complex plane (NNT) (V. A. Davydov & A. V. Davydov, 2010). The NNT is comprised of two parts: an EMD and the Hilbert’s spectral analysis (HSA). But in economic and financial series domestic development method is not available. It is therefore NNT appropriate to assess its applicability to this series.

**Brief Conceptual Information on NNT**

The first phase (EMD) method is based on a simple assumption NNT that any data consist of a variety of
simple domestic species fluctuations (MOU). Each “fashion” must be a signal with zero mean, Maxima and minima of positive-negative, i.e., between each maximum and minimum time series $x(t)$ necessarily have his schedule with the direct crossing $x = 0$. At any time, there can be many different coexisting species fluctuations (MOU), superimposed one on another. The result is finite complex data. Each of these vibrations is an essential function of the regime (intrinsic mode function-IMF) with the following definition:

- Number of extremes in the data set and the number of zero-crossings must be equal or differ at most by one;
- At any point in the data the average envelope, certain local maximums, and local minima are zero.

EMD has the advantage that the prediction is not for the full range of data, but only for the IMF, which has a much narrower bandwidth, and all shall be equal to the number of IMFs extremes and zero-crossings.

The decomposition of a number of on empirical modes (EM) increases the degree of determinism. It allows you to present a number as a sum of a slow trend and set low-, medium-, and high-frequency adjustments or internal mod. These functions in-house mod (IMF) are calculated directly from the data and, at the same time, are empirically orthogonal basis to decay so that their full amount allows you to recover the signal. Decomposition has good local properties and adaptability, and is based on the following view:

Time series = fast oscillation + slow oscillation

The slow oscillation component is, so-called, which approximates the element (responsible for transmission of low frequencies), unlike quickly applying, which is drills (is responsible for transferring the treble), plays it local peculiarities.

$$f(k) = m_i[f](k) + d_i[f](k)$$  \hspace{1cm} (1)

where $f(k)$ is an arbitrary function, $m_i[f](k)$ is approximating the integral (the local trend), $d_i[f](k)$ is detailing the component (local details).

Identification of informative component based on Hilbert-Huang spectrum.

After applying the Hilbert transform to each of EM (the procedure is not involved, the resulting balance), formed the analytical components $z_i(k)$:

$$z_i(k) = c_i(k) + jH[c_i(k)] = a_i(k)e^{j\phi_i(k)}$$  \hspace{1cm} (2)

The original number $s(k)$ is itself in the following way:

$$s(k) = \sum_{j=1}^{M-1} a_j(k) e^{j\int a_j(t) \Delta t}$$  \hspace{1cm} (3)

where $a_j(k)$ is the gain envelope $j$ is EM and $\omega_j(k)$ instant frequency.

The expression (3) allows to represent the amplitude and instantaneous frequency as a function of time in a three-dimensional (3D) space in which the amplitude (or corresponding energy) is depicted on the frequency-time plane. This time-frequency distribution is called a spectrum of Hilbert-Huang $H(\omega, t)$. It is generated by calculating the instantaneous frequencies and amplitudes of all component decomposition and applying these values on the 3D chart.

Therefore, after you convert the Hilbert each component of the time series, you must predict each of them. Then, for projected (extrapolated) values are inverse Hilbert transformation results are summed and is forecast for the original time series.

Thus, the entire algorithms for the forecast are as follows:
(1) Source time series $s(t)$ undergoes decomposition for finite number of EM $\left\{ c_i(k) \right\}_{i=1}^{M-1}$ and the resulting balance $r_m(k)$;

(2) For all or some component of a Hilbert transform;

(3) For all or some of the converted using components or neural networks or genetic algorithms are forecasting (extrapolation) by the specified number of values;

(4) Results of prediction are the reverse transformation of Hilbert’s;

(5) All used components are added together, produce a forecast for the original time series.

HHT is a frequency-time analysis of data and does not require a priori functional basis transformation.

Under Hilbert’s transformation understand HSA. To select an arbitrary number of amplitude and phase $s(t)$ appears as the real part of the complex signal $s_a(t)$ (it is called analytical component):

$$ s(t) = \text{Re}(\hat{s}_a(t)) $$

(4)

The real part of the analytic signal, of course, must match the original signal $s(t)$. Imaginary part of $s(\pm t)$ is called a paired signal or Kvadraturnym supplement:

$$ \hat{s}_a(t) = s(t) + js_\perp(t) $$

(5)

Includes signal is derived from the source by converting a Hilbert, calculated as follows:

$$ s_\perp(t) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{s(t')}{t-t'} dt' $$

(6)

This integral is a rollup time series $s(t)$ and function $1/\pi t$. This means that the Hilbert’s transformation can be made linear system with constant parameters. This in turn implies that you can determine the frequency characteristic of the Hilbert transform:

$$ \hat{K}_\perp(\omega) = \int_{-\infty}^{\infty} \frac{1}{\pi t} e^{-j\omega t} dt = \begin{cases} j, \omega < 0, \\ 0, \omega = 0, \\ -j, \omega > 0. \end{cases} $$

(7)

So, amplitude-frequency (AF) of Hilbert transform is one everywhere except at zero frequency, i.e., a Hilbert transform does not change the amplitude ratios in the spectrum of the signal, only removing it from the continuous component. Phases of all spectral components in the positive frequencies are reduced to 90°, in the area of negative frequency is increased by 90°.

Thus, the Hilbert transform is an ideal phase shifter, which modifies the phase shift at all frequencies equal to 90°.

It is obvious that the inverse Hilbert should make the same phase shift, but of opposite sign, again while preserving amplitude ratios in the spectrum of the signal.

### A Practical Prediction Method for NNT

As the original series was a one-day “S&P Index”. Decomposing the EM made package Spectra-Analyzer (Lúbušin, 2006). This tool allows you to select (see Figure 2): (1) kernel-based trend with the specified width, or polynomial specified power, or a combination (see Figure 3); (2) remove high-frequency noises using criterion Donoho-Johnston (see Figure 4); and (3) select “fast oscillation” (see Figure 5).
Figure 2. Source spectrum: time series.

Figure 3. The selected trend of “S&P Index”.

NON-STATIONARY TIME SERIES WITH REPLACEMENT VARIABLES
One of the important problems of non-stationary time series is to define the width of the sliding window. The majority of researchers and financial time series are using a priori width window depending on the used
methods of predicting—from 64 up to 360 days for a one-day series. Therefore, in a separate study, we examined the methods of non-stationary time series window width (Perminov, 2011).

The length of the last segment of the series “S&P Index” was 21. This value set the segment for further prediction using neural network method, NNT, genetic algorithm and method of moving fractal Caterpillar SSA.

Figure 6 illustrates the trend in the last segment and its value after converting to Hilbert and Figure 7 shows the trend of the last segment of residues and their conversion to Hilbert.
After conversion to Hilbert series of one-dimensional “Trend” and “Balances” the multidimensional, taking into account the width of the window, we received the following neural network model (see Figures 8 and 9).

Figure 8. Neural network model trend at Hilbert transform.
Figure 9. Neural network model of the transformed balances Hilbert.

As you can see from Figures 8 and 9, the component model is quite acceptable quality. After receiving the predictive values of trend and residues should be transformed to apply the inverse Hilbert transform to forecast values. Their combination yielded values of non-stationary time series S&P on the last segment (see Figure 10).

Figure 10. Results of Hilbert transformation and the neural network prediction for the last segment of a one-day index S&P.

Similar settlements with the use of Hilbert transform and genetic prediction for the last one-day segment is illustrated index S&P. Figures 11 and 12 show the results of the prediction method of sliding fractal Caterpillar SSA (Golândina, 2006). In the latter case, the results of prediction are reciprocally incorporated with valid data to render the error prediction.
A combined figure of the original series S&P and forecast values after the transformation of Hilbert and application of genetic algorithm

Figure 11. Results of Hilbert transformation and genetic prediction method for the last segment of a one-day index S&P.

The original number of the last segment of S&P and reconstruction with the forecast method of SSA

Figure 12. Results of Hilbert transformation and prediction method of rolling one-day segment for the last fractal index S&P.

Brief Conceptual Information on Discrete Wavelet Transform (DWT)

A significant advantage of DWT, is the property of locality of wavelets. The wavelet transformation of multiplication on the window as is contained in the core function that reduces or enlarges the window with growth parameter an increase authorized by frequency and time resolution, and reducing this parameter reduces the resolution by frequency and increases over time (see Figure 13). From here you will be able to adaptive signal in the options window. Moving the window time-frequency and low-frequency allocated equally well, and high-frequency characteristics of signals. This property of VP gives it a great advantage when analyzing
the local properties of time series.

![Figure 13. Adaptive wavelet transforms.](image)

Algorithm of forecasting method using discrete wavelet for consists of the following steps:

- **Step 1**: Any method is determined by the length of the last segment. We repeat that in this work, the problem is not discussed. This step is necessary because, unlike the SSA forecasting method with NNT, good running short segments, fiberboard with each level reduces the sample. So the definition of discrete coefficients for three levels will reduce the sample in eight times and how they predict will remain in doubt;
- **Step 2**: A source of time series is a discrete wavelet decomposition and detailing the approximate conversion rates;
- **Step 3**: MDF allows you to analyze using wavelet coefficients separately each component of a time series that corresponds to a particular frequency band. Therefore, the last segment of the coefficients, is projected separately genetic, nejrosetevym, or sliding fractal (Caterpillar SSA) (Golândina, 2006). If necessary, truncating the high-frequency noise, some small-scale detailing rates, cD2, cD3 and cannot predict cD1;
- **Step 4**: For the coefficients of the last segment with the addition of projected values is the inverse DWT.

Wavelet function is created on the basis of a reference (parent) function, which determines the type of wavelet scale. One of the fundamental ideas of the wavelet transform decomposition of signal waveforms is divided into two components—gross (approximation) and the qualification (drill through)—and their fragmentation in order to change the level of decomposition. It is possible, as in the interim and in frequency fields source of wavelets.

The application of continuous wavelet transforms directly (for example, the algorithm implements a fast Malla wavelet transform (BVP)) is not unambiguous and depends on temporary shift that is not valid for the task of forecasting non-stationary time series.

This limitation does not exist in the DWT. For its application should choose an algorithm of wavelet transformation.

The main results in the building of bases were Ingrid Dobeši. How to build and analyse the properties of multiple site collections an orthonormal bases “Dobeši” (Dobeši, 1999). These wavelets have well localized spectrum in the frequency domain.

The multiresolution analysis of decompositions on orthonormal basis of wavelets is considered as a split functions of successive layers of scale clarifying, each of which is more detailed than the previous one.
Therefore the amount is presented as a double-time shifts ($k$) magnitude and ($j$). Moves to lower levels of accuracy of the signal is reduced, but appears to signal filtering of wavelet removing noise from it and effective compression signals. Schematically in wavelet analysis of time series ($s$) shall be divided into “rough” (A1) and “the details” (D1). In turn, the approximate signal (A1) can also be divided into two levels—close (A2) and taking into account details (D2), and then to close part of the process is repeated (A3 and D3).

$$s = A1 + D1 = A2 + D2 + D1 = A3 + D3 + D2 + D1$$  (8)

Approximate number of decomposition levels can be calculated by the formula:

$$u = \lfloor \log_2 (N) \rfloor$$  (9)

where $N$ is the sample size $X(t)$, $\lfloor \rfloor$ means taking the integer part.

Is believed that DWT allows you to get a good time resolution (low frequency) at high frequencies and a good resolution in frequency (bad timing) at low frequencies?

**Practical Calculation of the Proposed Algorithm**

To implement the DWT with a number arriving at Matlab2009 source three-level obtaining approximate cA1 (see Figure 14), cA2, and cA3, and detail coefficients sD1 (see Figure 14), cD2, and cD3.

![Figure 14. Dynamics coefficient approximation of cA1 and detailed implementing a series of one-day to cD1 factor “index of S&P”.](image)

Dynamics coefficient approximation cA2 and cA3, detail coefficients cD2 and cD3 in figures and tables are provided for rare, poor visibility, and save space.

**Forecast Values of Coefficients of DWT**

As the use of DWT series “S&P Index” with each level reduces the number of observations, the application of neural network and genetic methods to transform a one-dimensional array to multi-dimensional. Because here is the DWT with two levels and methods of AR (1) and Caterpillar (SSA).

Figure 15 shows the results of a prediction model for SSA and cA1 ratio approximation in Figure 16 detailed implementing rate cD1.
Figure 15. SSA model for approximation in сA1.

Figure 16. SSA model for detailed implementing rate сD1.

Other models (for сA2, сD2) to save space not illustrated.

**Inverse Wavelet Transform of Predictive Coefficients DWT**

Inverse wavelet transform produced using Matlab 2009 using the DWT. Results are presented in Figure 17
in conjunction with 13 observations from the last segment of the time series.

**Figure 17.** Joint chart values the last segment and forecast values from methods of AR (1) and the SSA and the inverse wavelet transform.

From a comparison of the results of the two methods with the use of DWT (see Figure 17), one can conclude the AR (1) linear prediction. Forecast method of SSA, by taking into account the large number of lags has a significant number of oscillatory components.

**Conclusions**

The main results of the work can be summarized as follows:

- Analysis of the contemporary approaches of non-stationary brings the stationarity of a variable substitution method: Hilbert-Huang transform and DWT;
  - The results of the calculations of several dozen (about 20) financial series types of indices of prices for shares of large companies and prices of basic resources that showed they had very small length of segments with relatively stable settings of stationarity (about 10-20);
  - A small length of segments homogeneous preference determines the alignment of the Hilbert-Huang transform stationarity, due to multiple cuts the length of the segment with increasing levels of DWT;
  - After the installation of the stationarity of the short-term forecasting models is implemented using a variety of methods of non-linear forecasting: neural network, genetic, sliding fractal, and first-order autoregressive;
  - Forecasting methods of the best were: neural network and genetic method when the length of the segment more than 20 fractal and sliding length of segment less than 20;
  - Is a practical example of calculating the last method using prediction coefficient methods AR (1) and SSA;
  - The methodology can be used to predict the wider class of non-stationary time series with pronounced trend-seasonal ingredients.
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