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We discuss the construction of solutions to the inverse Cauchy problem by using characteristics.

1. Forward-in-Time Motion

The goal of the present paper is to present a new approach to the construction of asymptotic (approximating) solutions for parabolic PDE by using bicharacteristics. This approach allows one to construct global-in-time solutions not only to the usual Cauchy problems, but also for the inverse problems. We will work with Kolmogorov-Feller-type equations with diffusion and jump terms. The equation under consideration has the form:

\[ -\varepsilon \frac{\partial u}{\partial t} + P \left( \frac{2}{\varepsilon} x, -\varepsilon \frac{1}{\partial x} \right) u = 0, \]

where \( P(x, \xi) \) is the symbol of the Kolmogorov-Feller operator and \( \varepsilon \rightarrow +0 \) is a small parameter characterizing the frequency and the amplitude of jumps of the Markov stochastic process with transition probability given by \( P(x, \xi) \). To be more precise, we will keep in mind the following form of \( P(x, \xi) \):

\[ P(x, \xi) = (A(x)\xi, \xi) + (B(x), \xi) + \int_{\mathbb{R}^{n}} \left( e^{(\xi, x)} - 1 \right) \mu(x, dv), \]

where \( A(x) \) is a positive smooth matrix and \( \mu(x, dv) \) is a family of positive bounded measures smooth in \( x \) such that

\[ \int_{\mathbb{R}^{n}} \gamma_{i} \mu(x, dv) = 0, \quad i = 1, \ldots, n, \]

and \( B(x) \) is smooth in \( x \). The construction of a forward-in-time global asymptotic solution to equations of this type was developed by Maslov, [1–3]; for a version of this construction, see also [4–6]. Maslov’s approach is based on ideas similar to the ideas used in his famous canonical operator construction (or in the later and similar theory of Fourier integral operators). This construction is based on some integral representations and cannot be used to construct backward-in-time solutions. Another approach to the construction of global asymptotic solutions was suggested in [7] and is based on the construction of generalized solutions to the continuity equation in a discontinuous velocity field [8].

In the present paper, we develop an algorithm for constructing asymptotic solutions. Some steps of this algorithm are rigorously justified only in the one-dimensional case, but all the required facts can be checked “experimentally,” while the problem is considered in the multidimensional case. Therefore, we give general formulations but sometimes prove them only in the one-dimensional case.
We assume that the solutions under consideration admit the following limits:

1. the logarithmic pointwise limit \( \lim_{\alpha \to 0} \left( -e \ln u \right) \). We denote this limit by \( S = S(x, t) \) and assume that it is a piecewise smooth function with bounded first derivatives and singular support in the form of a stratified manifold \( M \).

2. the weak limit of the expression \( \exp(2S/\varepsilon)u^2 \). We denote it by \( \rho \) and assume that \( \rho \) is the sum of a function smooth outside \( M \) \( \rho_{\text{reg}} \) and the Dirac \( \delta \) function on \( M \). Note that here we deal with the limit in the weighted weak sense.

If \( S \) and \( \rho \) are smooth functions, then the following representation is true (in the usual sense):

\[
u = \exp \left( -\frac{S}{\varepsilon} \right) \sqrt{P_{\text{reg}}} \left( 1 + o(\varepsilon) \right).
\]

**Definition 1.** A solution to the Cauchy problem under consideration is called a generalized WKB solution if it satisfies conditions (1) and (2).

**Example 2.** One can see that if

\[
u_{\text{as}} = u_{\text{as}}(x, t, \varepsilon) \]

\[
= \exp \left( -\frac{S(x, t)}{\varepsilon} \right) \left( \phi_0(x, t) + \cdots + \varepsilon^k \phi_k(x, t) \right)
\]

for arbitrary \( k \). Here, \( S(x, t) \) is the solution to the Cauchy problem for the Hamilton-Jacobi equation

\[
S_t + P(x, \nabla S) = 0, \quad S_{t=0} = S_0(x),
\]

and \( \phi_0(x, t) \) is the solution to the transport equation

\[
\phi_t + \left( \nabla \cdot P(x, \nabla S) \right) \phi_0 + \frac{\phi_0}{2} \text{tr} \left( P_{x x} (x, \nabla S) S_{x x} \right) = 0,
\]

\[
S_{t=0} = S_0(x).
\]

Both of the solutions \( S \) and \( \phi_0 \) are defined via solutions of the Hamiltonian system

\[
\dot{x} = \nabla P(x, \rho), \quad \dot{\rho} = -\nabla_x P(x, \rho), \quad x_{t=0} = \alpha,
\]

\[
\rho_{t=0} = \nabla S_0(\alpha).
\]

They are smooth, while

\[
\frac{Dx}{D\alpha} \neq 0.
\]

There are symplectic geometry objects corresponding to this construction:

1. the phase space \( \mathbb{R}^{2n}_x \times \mathbb{R}^n_p \).

2. a Lagrangian manifold \( \Lambda' \in \mathbb{R}^{x_p} \),

\[
\Lambda_0' = (x = \alpha, p = \nabla S_0(\alpha)), \quad \Lambda'_n = g'_{\rho} \Lambda_0',
\]

where \( g'_{\rho} \) is a shift mapping along the Hamiltonian system trajectories,

3. the projection mapping \( \pi : \Lambda'_n \to \mathbb{R}^n_x \) with Jacobi matrix \( \partial x/\partial \alpha \).

The main assumption that we must prove is the following one.

The Hamiltonian system trajectories form a fibration of the phase space (at least in the area of the phase space where we are working).

Let \( Dx/D\alpha \neq 0 \) for \( t \in [0, T] \), then we have the following statement (Maslov, [1, 2]; see also Danilov, [4–6]).

**Theorem 3.** The inequality

\[
\text{Re} P(x, p + i\eta) \leq P(x, p), \quad \eta \in \mathbb{R}^n
\]

is necessary and sufficient for the estimate

\[
\left\| \exp \left( \frac{S(x, t)}{\varepsilon} \right) (u_{\text{as}} - u) \right\|_{C(\mathbb{R}^n)} \leq C_M e^{M},
\]

where \( M = M(k) \to \infty \) as \( k \to \infty \) and the function \( S \) is a solution to the Hamilton-Jacobi equation with Hamiltonian \( P(x, p) \).

It is easy to verify that the function \( P = P(x, \xi) \)—the symbol introduced above—satisfies the inequality mentioned in the theorem.

**Example 4.** In the special case corresponding to Example 2, we have

\[
-\varepsilon u_t + \varepsilon^2 u_{xx} = 0, \quad u_{t=0} = \exp \left( -\frac{S_0}{\varepsilon} \right) \phi_0.
\]

The corresponding system is

\[
S_t + (S_x)^2 = 0, \quad (\text{Hamilton-Jacobi equation}),
\]

\[
\phi_t + 2S_x \phi_0 + S_{xx} \phi_0 = 0, \quad (\text{transport equation}),
\]

\[
\dot{x} = 2p, \quad x_{t=0} = \alpha,
\]

\[
\dot{p} = 0, \quad p_{t=0} = \frac{\partial S_0}{\partial \alpha}, \quad (\text{Hamiltonian system}).
\]

Its solution has the form

\[
x = \alpha + 2t \frac{\partial S_0}{\partial \alpha}, \quad p = p_{t=0},
\]

\[
\frac{Dx}{D\alpha} = 1 + 2t \frac{\partial^2 S_0}{\partial \alpha^2}.
\]

We have two different cases, see Figures 1 and 2.
For $t > t^*$ in case corresponding to Figure 2 we get $\Lambda_1^t$ of the shape plotted in Figure 3.

One can see that there are three values of $S$ at the point $\bar{x}$ in the last case. This means that we can present an asymptotic solution near this point as the linear combination

$$u = \sum_{j=1}^{3} c_j u_j,$$

where each of the functions $u_j = \exp(-S_j/\varepsilon)\varphi_j$, and $j = 1, 2, 3$, satisfy the equation with the same accuracy. But the functions themselves are not equivalent in contrast to the hyperbolic case.

For example, it is clear that if the inequality

$$S_1(\bar{x}, t) > S_2(\bar{x}, t)$$

holds at a certain point $\bar{x}$, then the “WKB” solutions $u_1$ and $u_2$ at the point $\bar{x}$ satisfy the relation

$$u_1|_{x=\bar{x}} = e^{-S_1(\bar{x}, t)/\varepsilon}\varphi_1(\bar{x}, t)$$

$$= e^{-S_1(\bar{x}, t)/\varepsilon}\varphi_2(\bar{x}, t) \left( e^{-i(S_1-S_2)/\varepsilon}\varphi_1 \right)|_{x=\bar{x}}$$

$$= u_2|_{x=\bar{x}} O(\varepsilon^N),$$

where $N > 0$ is an arbitrary number. This follows from the fact that the difference $(S_1 - S_2)|_{\bar{x}}$ in parentheses in the exponent is positive.

Thus, at each point in formula (17), it is necessary to choose the term, where the function $S_j$ is minimal. Such a choice leads to an expression of the form

$$u = e^{-\Phi(x,t)/\varepsilon}\varphi(x,t),$$

where $\Phi = \Phi(x,t) = \min_{x} (S_j(x,t))$. It is clear that the expression (20) is the leading term of the approximate solution.

The corresponding Lagrangian manifold is shown in Figure 4.

The vertical line is located so that the dashed squares are equal to each other; see Figure 4.

It is interesting to note that, in the one-dimensional case, there is a direct connection between the Hamilton-Jacobi equation

$$S_t + H(x,S_x) = 0$$

and conservation law of the form

$$u_t + \frac{\partial}{\partial x} H(x,u) = 0,$$
where \( u = S_x \) and the velocity of the vertical line is defined by the Rankine-Hugoniot condition corresponding to the conservation law. If the Lagrangian manifold has a jump, then the first derivative of the corresponding value function

\[
\Phi(x, t) = \min_x S(x, t)
\]

also has a jump.

Thus, we can state that the Lagrangian manifold is a key point for construction and investigation of asymptotic solutions.

It follows from the real analyticity assumption for all objects that there is no “concentration of singularities,” that is, each of them can be considered separately in a certain sense, and one can construct a value function as a solution of the Hamilton-Jacobi-Bellman equation.

What about the amplitude function? As was mentioned above, it is a solution of the transport equation

\[
q_{tt} + (x, \nabla q_t) + \frac{q_t}{2} \text{tr} \left( P_{tx} (x, \nabla v) \right) S_{xx} = 0.
\]

(24)

Generally, the velocity field calculated from the Hamiltonian system has a jump simultaneously with a jump in \( p = \nabla S \) (and then in \( x \)). Thus, the problem (which is still open!) is to solve the transport equation in a discontinuous velocity field. We avoid this problem by considering a squared solution of the transport equation \( \rho = \phi_i^2 \). Madelung [11] (about 100 years ago!) noticed that it satisfies the continuity equation

\[
\rho_t + (\nabla, \nabla \rho) + \frac{\rho}{2} \text{tr} P_{xx} = 0
\]

(25)
in the smooth case.

Our case is more complicated, namely, we again have a discontinuous velocity field. There are a few approaches to the solution of this problem: the theory of measure solutions [12–17], the box approximation [18], the weak asymptotics method [19–22], the method of generalized characteristics [23–25]. The last approach allows one to construct a solution to the continuity equation in the case where the singular support of the velocity field is a stratified manifold with smooth strata which are transversal to the (incoming!) trajectories of the velocity field.

If the singular support of the velocity field preserves its structure on some time interval \([t_1, t_2] \) (the mapping of the singular support induced by a shift along the Hamiltonian flow is a diffeomorphism), then one can show that the singular support of the velocity field has the required structure. If the structure is changing (e.g., a jump appears see Figures 5 and 4), the last step of evolution with time, then one can use the weak asymptotics method to construct the global solution to the Hamilton-Jacobi and continuity equations. This approach is based on a “new method of (generalized) characteristics” constructed by Danilov and Mitrovic [23–25] in the case where the strata of the singular support are codimension 1.

The main idea of this approach is to consider the singularity creation as the result of interaction of solitary nonlinear waves.

Figure 5

A simple example is the Hamiltonian flow corresponding to the heat equation in the previous example. The Hamilton-Jacobi equation in this case is equivalent to the Hopf equation for the momentum \( p \):

\[
p_t + (p_x)^2 = 0.
\]

(26)

The solution in this example has the form

\[
p = P_0 H (x - \phi_1) + P_1 H (\phi_2 - x)
+ a (H (\phi_1 - x) (\phi_1 - x) - H (\phi_2 - x) (\phi_2 - x)),
\]

(27)

and is plotted below in Figure 8 (here, \( H \) is the Heaviside function, and \( a = (P_0 (\phi_1, t) - P_1 (\phi_2, t))/ (\phi_2 - \phi_1)) \).

To consider \( p^2 \) we have to calculate the product

\[
H (\phi_1 - x) H (\phi_2 - x).
\]

(28)

Here, the following equality holds:

\[
H (\phi_1 - x) H (\phi_2 - x)
= B \left( \frac{\phi_2 - \phi_1}{\mu} \right) H (\phi_1 - x)
+ \left( 1 - B \left( \frac{\phi_2 - \phi_1}{\mu} \right) \right) H (\phi_2 - x) + O_{D^r} (\mu),
\]

(29)

where \( \mu \to 0 + 0 \) is a new small parameter and \( O_{D^r} (\mu) \) is a small quantity in the sense of distributions,

\[
(O_{D^r} (\mu), \psi) = O (\mu),
\]

(30)

for each \( \psi \) which is a test function. The time evolution of the function \( p \) is such that the slanting intercept of the straight line preserves its shape until it takes vertical position, and then a jump propagates. This means that at every instant of time the solution anzatz can be presented in the form of a linear combination of Heaviside functions. This allows one to use a formula expressing the product of Heaviside functions as their linear combination up to a remainder, that is, small in the \( D^r \)-sense. Hence, we conclude that the functions \( p \) and \( p^2 \) (the latter up to a small quantity) uniformly in-time belong to the same linear space; for detail, see [23–26]. This allows one to apply the same procedure as in [23–26] to solve this problem uniformly in-time.
Taking \( \phi_1 - \phi_2 = O(\varepsilon^\delta) \), \( 0 < \delta < 1 \), at some initial instant of time and choosing an interval \([\phi_2, \phi]\) to include the point of overturning, we obtain a small correction to our Lagrangian manifold, that is, negligible as \( \varepsilon \to 0 \). But this correction allows one to apply the above technique for constructing the global-in-time solution describing the singularity appearance in the framework of the method of characteristics. In this framework we have new nonintersecting characteristics (Figure 7) instead of classical intersecting characteristics (Figure 6).

It remains to explain how we can go back from a generalized solution of the continuity equation to a solution of the transport equation. As was shown in [12, 13, 15–17] and in other papers listed above, the generalized solution to the continuity equation in this case has the form

\[
\rho = \rho_{\text{reg}} + E \cdot \delta_\Gamma, \tag{31}
\]

where \( \rho_{\text{reg}} \) is a smooth function outside \( \Gamma \), \( \Gamma \) is a stratified manifold (singular support) of \( \rho \) coinciding with the singular support of \( \nabla \phi \), \( E \) is a function whose domain is \( \Gamma \), and \( \delta_\Gamma \) is the Dirac \( \delta \)-function on \( \Gamma \). Using the algorithm given in [23–26], one does not obtain expression (31) but obtains its regularization, where the key point is the regularization of the \( \delta \)-function. Here, the following lemma can be used.

**Lemma 5.** Let \( 0 \leq \omega(x, t, z) \in C^\infty_0(\mathbb{R}^m \times [0, T] \times \mathbb{R}^1) \), and let \( \psi(x) \in C^\infty, [\nabla \psi] \neq 0 \). Let also the following estimate hold:

\[
\left| \begin{aligned}
\frac{\partial^{\alpha_1 + \beta}}{\partial x_1^{\alpha_1} \cdots \partial x_m^{\alpha_m} \partial z^\beta} \omega(x, t, z) \end{aligned} \right| \leq C_{\alpha\beta}|z|^{-2m-\kappa}, \tag{32}
\]

where \( \kappa > 0 \).

Then, in \( D'(\mathbb{R}^m) \) one has

(i) \( \varepsilon \omega(x, t, (\psi(x) - t)/\varepsilon) = A(x, t) \delta(\psi(x) - t) + O_\mathcal{D}(\varepsilon) \),

(ii) \( [\varepsilon^{-1/2} \omega(x, t, (\psi(x) - t)/\varepsilon)]^2 = O_\mathcal{D}(\varepsilon^{1/2}) \).

**Proof.** Let \( \psi_x \neq 0 \). Then, we make the change of variables \( \psi(x) - t = \varepsilon z, x_2 = x_2, \ldots, x_m = x_m \), and for all test functions \( \eta(x) \in C^\infty_0(\mathbb{R}^m) \) we obtain

\[
\int_{\mathbb{R}^n} \varepsilon^{-1/2} \omega \left( x, t, \frac{\psi(x) - t}{\varepsilon} \right) \eta(x) \, dx = \int \omega(x, t, z) \left( \psi_x \right)^{-1} \eta(x_1(z, \tilde{x}, \varepsilon), \tilde{x}) \, dz \, d\tilde{x}, \tag{33}
\]

where \( \tilde{x} = (x_2, \ldots, x_m) \). The last integral converges due to (32), and we obtain the first statement of the lemma with

\[
A(x, t) = \int_{|\psi(x)| = 1} \int_{\mathbb{R}^1} \omega(x, t, z) \, dy(x) \, dz, \tag{34}
\]

where \( dy(x) = |\psi_x|^{-1} \, dx \) is the Leray measure on the surface \( \{|\psi(x)| = 1\} \). The general case can be considered similarly (also see [21]).

Using the same procedure for item (ii), we obtain

\[
\int \varepsilon^{-1/2} \sqrt{\omega \left( x, t, \frac{\psi(x) - t}{\varepsilon} \right)} \eta(x) \, dx = \varepsilon^{1/2} \int \sqrt{\omega(x, t, z)} \left( \psi_x \right)^{-1} \eta(x_1(z, \tilde{x}, \varepsilon), \tilde{x}) \, d\tilde{x}. \tag{35}
\]

Hence, the proof of the lemma is complete. \( \square \)

Now, we can consider the case of stratified manifold. Each \( k \)th stratum can be presented as a level surface for some function \( \psi_k(x) \), and we can use the statement of the above lemma for each stratum.

Here, the last remark concerns expression (31). We have

\[
\sqrt{\rho_{\text{reg}} + \varepsilon^{-1} \omega \left( x, t, \frac{\psi(x) - t}{\varepsilon} \right)} = \frac{\varepsilon^{1/2} \omega \left( x, t, \frac{\psi(x) - t}{\varepsilon} \right)}{\sqrt{2\varepsilon \rho_{\text{reg}} + \omega(x, t, (\psi(x) - t)/\varepsilon)}}. \tag{36}
\]
and the above considerations lead to the following conclusion:

\[
\sqrt{\rho_{\text{reg}} + \varepsilon^{-1} \omega (x, t, (\psi (x) - t) / \varepsilon)} = \sqrt{\rho_{\text{reg}}} + O (\varepsilon^{1/2})
\]

(37)
or in the limit form and in the weak sense to

\[
\sqrt{\rho_{\text{reg}} + E \delta_t} = \sqrt{\rho_{\text{reg}}}
\]

(38)

Thus, we can prove the following theorem.

**Theorem 6.** Suppose that the following conditions are satisfied for \( t \in [0, T] \), \( T > 0 \):

1. there exists a smooth solution of the Hamiltonian system,
2. the singularities of the velocity field

\[
u = \nabla \psi \rho (x, \nabla S)
\]

form a stratified manifold with smooth strata and

\[\text{Hess}_\rho (x, \xi) > 0.\]

Then, there exists a generalized solution \( \rho \) of the Cauchy problem for the continuity equation in the sense of the integral identity introduced in [21, 22], and at the points where the projection \( \pi : \Lambda_t^1 \rightarrow \mathbb{R}^n_+ \) is bijective, the asymptotic solution of the Cauchy problem for Kolmogorov-Feller-type equation has the form

\[
u = \exp \left( - \frac{S (x, t)}{\varepsilon} \right) \left( \sqrt{\rho_{\text{reg}}} + O (\varepsilon) \right)
\]

(40)

**2. Backward-in-Time Motion**

As was shown above, all that we need to go forward-in-time is the Hamiltonian system:

\[
\dot{x} = \nabla \psi \rho (x, \rho), \quad x|_{t=0} = \alpha,
\]

\[
\dot{\rho} = - \nabla_\rho \rho (x, \rho), \quad \rho|_{t=0} = \rho (\alpha).
\]

(41)

We change the time direction as \( t \rightarrow -t \), and then we have

\[
-\dot{X} = \nabla \psi \rho (x, \Xi),
\]

\[
-\dot{\Xi} = - \nabla_\rho \rho (x, \Xi).
\]

(42)

We want to solve the inverse problem:

\[
X (\alpha, 0) = x (\alpha, T), \quad \Xi (\alpha, 0) = p (\alpha, T).
\]

(43)

The right-hand sides are considered as given data, and we are looking for \( X (\alpha, t) \) and \( \Xi (\alpha, t) \) for \( 0 \leq t \leq T \). Obviously, in our case, the solutions have the form

\[
X (\alpha, t) = x (\alpha, T - t), \quad \Xi (\alpha, t) = p (\alpha, T - t).
\]

(44)

We draw the following conclusion: the "same" trajectories can be used to move forward and backward in time. But the incoming trajectories become outcoming ones, and vice versa.

**Corollary 7.** Stable jumps become unstable.

But if there are no jumps (no singularities of the projection mapping \( \pi : \Lambda_t^1 \rightarrow \mathbb{R}^n_+ \)), then our geometry (and the asymptotic solution!) is invertible in time. This means that if we take the Cauchy problem solution \( u \) for the parabolic PDE such that

\[
u|_{t=0} = \exp \left( - \frac{S_0 (x)}{\varepsilon} \right) \varphi_0 (x),
\]

(45)

then the leading term of the asymptotic solution for \( t = T \) has the "WKB" form

\[
u_{as}|_{t=T} = \exp \left( - \frac{S (x, T)}{\varepsilon} \right) \varphi_0 (x, T).
\]

(46)

Then, taking the last function as the initial data for the parabolic PDE in the inverse time (let \( v_{as} (x, t) \) be its asymptotic solution), we obtain (recall that \( T \) is an instant of inverse time)

\[
v_{as} (x, T) = \exp \left( - \frac{S_0 (x)}{\varepsilon} \right) \varphi_0 (x) (1 + 0 (\varepsilon))
\]

(47)

And surely these initial data will give the same leading term of the asymptotic solution for \( t = 0 \). We want to stress once again that this statement is true if the projection mapping \( \pi : \Lambda_t^1 \rightarrow \mathbb{R}^n_+ \) has no singularities. But a jump brings problems.

By "measurements" one cannot recognize a multivalued function \( S (x, t) \) (see Figure 3 and (17)). It is possible to "see" only the function \( \Phi (x, t) = \min S (x, t) \), and thus only a Lagrangian manifold with a jump can be determined. Of course, one can try to make a smooth regularization of the jump like it is shown in Figure 9 (the left-hand side) with equal squares of dashed areas, but obviously such a regularization is not unique. It is interesting to note that if one uses a manifold with a jump, then the problem of backward-in-time motion becomes similar to the well-known problem of unstable jump decay.
Let the singular support of \( S(x,t) \) be a stratified manifold \( \Gamma \), \( \rho \), has the form \((31)\), and \( \rho_{\text{reg}} \) be the regular part of the generalized solution to the continuity equation in the sense of distributions. Then, for an arbitrary test function \( \phi = \phi(x) > 0 \) from the Schwartz space and for all \( t \in [0,T] \), the limit as \( \varepsilon \to 0 \) of the integral

\[
C \int \left( u_e - \rho_{\text{reg}}^{1/2} \exp \left( -\frac{S}{\varepsilon} \right) \right) \phi \, dx
\]

is equal to 0, where \( C^{-1} = \int u_e \phi \, dx \).

In fact, these statements mean that from the viewpoint of the weak sense (momentum), the density reconstructed outside the “terra incognita” can be used in the same manner as the leading term of the asymptotic solution constructed earlier by Maslov’s tunnel canonical operator and its modifications, [1–6].

Before we explain how to prove this statement, we briefly recall the essence of the Laplace method which is the main tool for investigating the integrals considered in the theorem.

This approach was developed to calculate integrals of the form

\[
I(\varepsilon) = \int_{\Omega} f(x) e^{S(x)/\varepsilon} \, dx,
\]

where \( \Omega \) is either a closed domain in \( \mathbb{R}^n \) or an interval. The leading term of \( I(\varepsilon) \) as \( \varepsilon \to 0 + 0 \) is the sum of terms corresponding to the points at which the function \( S(x) \) attains its minimal values.

For \( n = 1 \), one has either:

1. \( I(\varepsilon) = e((f(a) + O(\varepsilon))/S'(a))e^{-S(a)/\varepsilon}, \) where \( \Omega = [c, d] \) and \( \min_{x \in \Omega} S(x) = S(a), S'(a) \neq 0, \)
   or

2. \( I(\varepsilon) = \sqrt{2\pi e/S(\varepsilon)}(f(a) + O(\varepsilon))e^{S(a)/\varepsilon}, \) where \( a \in (c, d), \min_{x \in \Omega} S(x) = S(a). \)

If \( a \) is an interior point of \( \Omega \in \mathbb{R}^n \), then

\[
I(\varepsilon) = (2\pi e)^{n/2} \left[ \det S''_{xx}(a) \right]^{-1/2} \left[ f(a) + O(\varepsilon) \right] e^{-S(a)/\varepsilon}.
\]

Below, we consider the case where (for one spatial variable) the point \( x = a \) of the function \( S \) minimal value is an interior point of the segment \((c,d)\), but the functions \( S \) and \( f \) are only piecewise continuous with jumps of derivatives (for \( S \)) and with jumps of the function \( f \) and its derivatives at \( x = a \). In this case, formula (1) should be modified as

\[
I(\varepsilon) = \exp \left( -\frac{S(a)}{\varepsilon} \right) \left[ \frac{f_+(a)}{S''_+(a)} + \frac{f_-(a)}{S''_-(a)} \right] + O(\varepsilon),
\]

where \( f_+(a) \) and \( S''_+(a) \) are the values of corresponding functions and derivatives from the right (−) and from the left (−).

Other possible situations including the cases where the above-listed derivatives of the function \( S \) can be equal to zero are described in [27, 28].
Any way, the above considerations lead to the following conclusion: under the assumption that the minimum of \( S \) is attained on the boundary of the domain of integration, the value of the integral (with a high accuracy) depends only on the boundary values of the integrand (and its derivatives as well).

Now, I will briefly outline the proofs of the above statement. About invertibility in time. It can be divided in two parts. The first is to prove that, for all smooth reconstructions of the Lagrangian manifold in the "terra incognita" domain; the corresponding function \( S_0 = S_0(x) \) (for some fixed \( t \)) cannot attain its minimum value inside this domain, see the lemma below. This allows one to use the Laplace method to calculate the integrals mentioned in that statements taking into account that, due to this method and the lemma, the results of these calculations do not depend on the integrand values inside the "terra incognita" domain. The proof is finished by taking account of the estimate

\[
\mathcal{u}_a \mathcal{u} - \mathcal{u} = O(\epsilon)\mathcal{u}_a, \quad (52)
\]

which is true outside the singular support of the function \( S \); see the theorem above.

We will concentrate our efforts on one-dimensional considerations and the case with the symbol \( P(\xi, x) = P(\xi) \).

Now, I formulate the lemma as follows.

**Lemma 9.** Let the symbol \( P(x, \xi) \) defined by (2) be such that the function \( B \) and the measure \( \mu \) do not depend on \( x \). Then the function \( S \), which is the action function corresponding to the Lagrangian manifold, cannot attain the minimal value inside the "terra incognita" domains.

We begin our consideration with a special case where the operator symbol \( P(x, \xi) \) does not depend on \( x \) and restrict ourselves to the study of the one-dimensional case. Let \((a, b)\) be an interval inside the "terra incognita" domain, and let \( \bar{x}_0 \in (a, b) \). We prove this by contradiction. First, we describe the "terra incognita" domain. It is easy to see that the upper end of the jump segment moves with horizontal speed \(-P_t(p_+)\) and the lower end moves with the speed \(-P_t(p_-)\), where \( p_+ \) are \( p \)-coordinates of the upper (+) and lower (−) ends. At the same time, the horizontal speed of a jump is

\[
\phi_1 = -\frac{P_t(p_+)}{p_+ - p_-}. \quad (53)
\]

By the assumption \( P_{\xi\xi} > 0 \), we immediately obtain

\[-P_t(p_+) < \phi_1 < -P_t(p_-). \quad (54)\]

The last inequality describes the "terra incognita," which is a set of points between projections of the jump upper and lower ends shifted backwards. Let us consider some instant of time \( t^* \in (0, T) \) and take the obtained manifold as the initial one. It is clear that for each projection of the trajectory starting inside the "terra incognita," there is another (at least one) projection of the trajectory starting inside the "terra incognita" which intersects with the first one. It follows from the picture in Figure 9 that each point on the boundary of the dashed domain has at least another one with the same projection on the \( x \)-axis. This means that along each projection of the trajectory starting inside the "terra incognita," the Jacobian \( \partial x/\partial x_0 \) is equal to zero at some instant of time.

Assume that the function \( S \) attains its minimal value at the point \( \bar{x}_0 \in (a, b) \) \((a, b) \) is a "terra incognita" domain). We prove that the following inequality is true along the trajectory of the Hamiltonian system whose projection starts at \( \bar{x}_0 \in (a, b) \):

\[
\frac{\partial x}{\partial x_0}_{|_{x=x_0}} \neq 0. \quad (55)
\]

This inequality leads to contradiction because, by assumption, \( \bar{x}_0 \) belongs to the "terra incognita" domain, and hence it belongs to the projection of the image of the singular (vertical) part of the Lagrangian manifold under a backward-in-time shift along the trajectories of the Hamiltonian system. In turn, this means that the projections of all trajectories such that the starting points of their projections belong to the "terra incognita" must intersect at a point in the case of the forward-in-time motion. So, the above inequality, leads to a contradiction. To prove this inequality let us write the projection of the Hamiltonian system trajectory starting at \( \bar{x}_0 \).

It has the form

\[
x = \bar{x}_0 + tP_\xi(p_0), \quad p_0 = S_{0x_0}(\bar{x}_0). \quad (56)
\]

It is clear that \( p_0 = S_{0x_0}(\bar{x}_0) = 0 \). Thus,

\[
\frac{\partial x}{\partial x_0}_{|_{x=x_0}} = 1 + tP_\xi(0)S_{0x_0}(\bar{x}_0). \quad (57)
\]

Taking into account the fact that

\[
\frac{\partial^2 P}{\partial x^2} > 0 \quad (58)
\]

because of convexity of \( P \) and

\[
\frac{\partial^2 S_0}{\partial x_0^2} \geq 0 \quad (59)
\]

due to the assumption that \( \bar{x}_0 \) is a point of minimal value, we obtain the required inequality (55). The multidimensional case differs from this case in that the scalar values \( P_\xi \) and \( S_{0x_0} \) must be replaced by vectors (gradients). In turn, this leads to matrix inequality in (58) and (59). The problem is to derive that the eigenvalues of the matrix \( P_{\xi\xi}(0)S_{0x_0}(\bar{x}_0) \) are nonnegative by using (58) and (59). For this, we can make a change of variables that reduces the matrix \( S_{0x_0}(\bar{x}_0) \) to diagonal form. This transformation induces the corresponding transformation in the \( p \)-plane that transforms the matrix \( P_{\xi\xi}(0)S_{0x_0}(\bar{x}_0) \) into a new symmetric positive matrix. Now, we note that the principal minors of the new matrix product are products of matrix-factor principal minors (because the second has diagonal form). The determinants of the matrix-factor principal minors are nonnegative, so the spectrum of the matrix \( P_{\xi\xi}(0)S_{0x_0}(\bar{x}_0) \) is also nonnegative, and we again obtain (55). To finish our consideration, we have to investigate.
the case, where the symbol \( P = P(x, \xi) \) depends on \( x \). We again will stay at the point \( \mathcal{X}_0 \), where the function \( S_0 \) attains its minimum. If so, then
\[
\left. \frac{\partial S_0(x_0)}{\partial x_0} \right|_{x_0 = \mathcal{X}_0} = 0, \tag{60}
\]
and by assumptions, \( p = 0 \) for \( t > 0 \).

The system for the matrices \( \partial x/\partial x_0 \) and \( \partial p/\partial x_0 \) follows from the Hamiltonian system and has the form
\[
\begin{align*}
\frac{d}{dt} \frac{\partial x}{\partial x_0} &= \frac{\partial^2 P}{\partial \xi^2} \frac{\partial x}{\partial x_0} + \frac{\partial^2 P}{\partial \xi^2} \frac{\partial p}{\partial x_0}, \tag{61} \\
\frac{d}{dt} \frac{\partial p}{\partial x_0} &= \frac{\partial^2 P}{\partial x \partial \xi} \frac{\partial x}{\partial x_0} + \frac{\partial^2 P}{\partial x \partial \xi} \frac{\partial x}{\partial x_0}. \tag{62}
\end{align*}
\]
Because of our assumptions (see the statement of the lemma), we have \( P|_{x_0 = \mathcal{X}_0} = 0 \), and \( P|_{x_0 = \mathcal{X}_0} = 0 \). This means that, along the Hamiltonian system trajectory starting from the point \( x = \mathcal{X}_0 \), we have \( p = 0 \) and \( (d/dt)(\partial p/\partial x_0) = 0 \). Thus, along the trajectory mentioned above, (61) and (62) have the form
\[
\begin{align*}
\frac{d}{dt} \frac{\partial x}{\partial x_0} &= \frac{\partial^2 P}{\partial \xi^2} (\mathcal{X}_0, 0) \frac{\partial p}{\partial x_0}, \tag{63} \\
\frac{d}{dt} \frac{\partial p}{\partial x_0} &= 0. \tag{64}
\end{align*}
\]
Integrating with respect to \( t \), we can transform the first equation to the form of (56) and apply all above arguments concerning this equality. This ends the proof.

The statement of the lemma can be generalized as follows. Let \( B \) be a linear function in \( x \),
\[
\langle B, \xi \rangle = \sum_{k=1}^{n} b_k x_k \xi_k. \tag{65}
\]
Then, instead of (64), we obtain
\[
\frac{d}{dt} \frac{\partial p}{\partial x_0} = \partial B \frac{\partial p}{\partial x_0}, \tag{66}
\]
where the matrix \( \partial B/\partial x \) has diagonal form with elements equal to constants.

Then,
\[
\frac{\partial p}{\partial x_0} = e^{(\partial B/\partial x)} \left. \frac{\partial p_0}{\partial x_0} \right|_{t=0},
\]
\[
\frac{\partial x}{\partial x_0} = E + \frac{\partial^2 P}{\partial \xi^2} \left[ \int_0^t e^{(\partial B/\partial x)} dt' \cdot \left. \frac{\partial p_0}{\partial x_0} \right|_{t=0} \right],
\]
\[
= \int_0^t e^{(\partial B/\partial x)} dt' \times \left( \left( \int_0^t e^{(\partial B/\partial x)} dt' \right)^{-1} + \frac{\partial^2 P}{\partial \xi^2} \left. \frac{\partial p_0}{\partial x_0} \right|_{t=0} \right) \geq 0. \tag{67}
\]
Here, we used the fact that the matrix
\[
\int_0^t e^{(\partial B/\partial x)} dt'
\]
has diagonal form with positive eigenvalues.

Thus, we came to the relation with the same properties as (56). One can do more and extend the statement for the case of arbitrary drift at least for the symbol of the form (2). But up to now, the presence of a potential destroys our picture, and I will further think about this.
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