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1. Introduction

Hierarchical structures are frequently used to formalize complex multicriteria decision analysis problems. The analytic hierarchy process (AHP) of Saaty [1980] is an established method used to solve practical multicriteria problems of the hierarchical nature. It is also well-known that AHP, and its modifications and generalizations, including the analytic network process [Saaty, 1996], poses a number of fundamental drawbacks that cannot in principle be overcome (see, e.g., [Barzilai, 2001; Belton, Stewart, 2003]). The main drawbacks are the independence of the evaluation procedure of the criteria importance from the normalization of criterion values – this violates the requirement of the mathematical theory of measurement, and the lack of a formal definition of the notion of criteria importance. Furthermore, the use of ratio scales in AHP for the expression of importance of criteria is theoretically unsubstantiated [Barzilai, 2010].

In our paper we suggest a new methodology suitable for the analysis of multicriteria problems with hierarchical structures. It is based on criteria importance theory (CIT) developed by Podinovski [1976, 1993, 2002] and is free from the above drawbacks.

2. The hierarchical model

We use the mathematical model of individual decision making under certainty adopted in CIT [Podinovski, 1976, 2002] as the initial model:

\[ < X, f, Z_0, R >, \]  

where \( X \) is the set of alternatives (in specific problems, these could be strategies, actions, variants, \( \ldots \)), \( f = (f_1, \ldots, f_m) \), where \( m \geq 2 \), is the vector criterion, \( f_i \) are particular criteria (attributes, indices, \( \ldots \)), \( Z_0 \) is the common set of numerical values (also known as the range, or the common “scale”) of criteria \( f_i \), \( R \) is a non-strict preference relation as defined below.
The criterion $f_i$ is the function defined on $X$ and taking its values from $Z_0$. Thus, each alternative $x$ is characterized by its vector estimate $y = f(x) = (f_1(x), \ldots, f_m(x))$. Alternatives are compared by comparing their vector estimates. The set of all possible vector estimates (including the vector estimates of actual alternatives) is denoted $Z = Z_0^m$.

The preferences of the decision maker (DM) are modelled using the non-strict preference relation $R$ on the set $Z$: $yRz$ means that vector estimate $y$ is not less preferable than $z$. The binary relation $R$ is a (partial) quasi-order, that is $R$ is reflexive and transitive: $yRy$ holds, and also $yRz$ and $zRu$ implies $yRu$ for any $y$, $z$, $u \in Z$. Relation $R$ induces the (strict) preference relation $P$ and indifference relation $I$ on $Z$: $yPz$ means $yRz$ and not $zRy$, while $yIz$ means $yRz$ and $zRy$.

All individual criteria in model (1) are assumed homogeneous, i.e., measured on the same scale, and therefore have the same range $Z_0$. For example, in practical problems criteria may be assumed homogeneous if they are measured on the same point or linguistic scale. If criteria are measured on different scales, special methods may be used to convert them to the same scale [Podinovski, 1976].

The approach developed in this paper assumes that the individual criteria are a part of the hierarchical structure an example of which is shown in Figure 1. This structure represents 2 variants and 7 individual criteria arranged in 5 levels. The levels are denoted $l$, where $l = 0, \ldots, 4$.

At level $l = 2$ the (individual) criteria of the lower level are grouped into disjoint sets and form vector criteria. In Figure 1 there are three such vector criteria: $f_{12}^2$, $f_{345}^2$ and $f_{67}^2$. As above, the superscript shows that these criteria are of the level 2. The subscripts identify the individual criteria that constitute the corresponding vector criterion. For example, $f_{345}^2 = (f_3, f_4, f_5)$.

At level $l = 1$ the vector criteria of level 3 are grouped into “longer” vectors using the same principle. For example, the vector criterion $f_{34567}^1$ is the “merger” of vector criteria $f_{345}^2$ and $f_{67}^2$ of the lower level 2. Note that the two criteria of level 1, $f_{12}^1$ and $f_{34567}^2$, include all individual criteria and have no common individual criteria between them.
Figure 1. An example of a five-level hierarchy and the corresponding coefficients of importance $\alpha$

At the top level $l = 0$, the single vector criterion $f^{0}_{1234567}$ is the original vector criterion $f = (f_1, \ldots, f_7)$.

Figure 1 also shows the coefficients of importance $\alpha$ that correspond to vector criteria of different levels. For example, $\alpha^{1}_{12}$ is the coefficient of importance associated with the vector criterion $f^{1}_{12}$. The exact meaning of coefficients of importance is defined below.

In practical problems the hierarchical structure such as in Figure 1 may be constructed using either the “top-down” or “bottom-up” approach. It is important that each of the vector criteria at each level has a clear meaning. For example, in Figure 1 criterion $f^{1}_{12}$ may represent the economic consequences of the decision option, and $f^{2}_{345}$ – its social consequences.

The suggested structure allows us to use methods of CIT for the analysis of complex hierarchical multicriteria problems. It also simplifies a theoretical justification of the known methods by which the coefficients of importance $\alpha$ corresponding to criteria of lower levels can be calculated taking into account the coefficients of importance of the criteria of the higher levels.
It is worth noting that the suggested hierarchical structure is in principle different from the hierarchical structures used in AHP [Saaty, 1980] and other known approaches. All of the latter approaches, including AHP, while giving a verbal description of the different levels of the hierarchy, do not identify the values of such criteria, except for the individual criteria at the lowest level. The notion of importance for such verbal structure is difficult to define rigorously. Furthermore, the known methods of assessment of criteria importance based on the comparison of specially constructed criterion structures (see, e.g., [Edwards, Barron, 1994; Podinovski, 1976, 1993, 2002]) cannot be used either.

3. Some facts from criteria importance theory

For ease of reference, below we present the basic results from CIT developed for the conventional non-hierarchical decision analysis problems. Assume that the set \( Z_0 \) is finite: \( Z_0 = \{1, \ldots, k, \ldots, q\} \), \( q \geq 2 \). We refer to \( Z_0 \) as the set, or range, of gradations. Unless stated otherwise, the criterion scale is assumed to be ordinal (i.e., the DM prefers gradation \( k+1 \) to \( k \) for all \( k \), but the use of gradations \( k \) in any arithmetic operations is incorrect). We further define the Pareto relation \( R^\emptyset: yR^\emptyset z \iff y_i \geq z_i, i = 1,\ldots, m \). (The symbol of empty set \( \emptyset \) indicates that the relation \( R^\emptyset \) is not based on any additional information about the preferences of the DM).

To solve the multicriteria decision problem, the methodology of CIT aims at expanding the preference relation \( R^\emptyset \) by using additional information about the preferences of the DM. Such information may consist of the judgments about the relative importance of criteria and the differences between the gradations in \( Z_0 \) [Podinovski, 2008].

Following Podinovski [1979], let \( A \) and \( B \) be two disjoint and non-empty subsets of the set of all indexes \( \{1, \ldots, m\} \). Let \( \{f_i\}_{i \in A} \) and \( \{f_i\}_{i \in B} \) be the corresponding sets of individual scalar criteria.

Let \( y = (y_1,\ldots,y_m) \) be any vector of criteria values. Assume that all components \( y_i \) for \( i \in A \) are equal to the same value \( y_{\{A\}} \), and all components \( y_i \) for \( i \in B \) are equal to the same value \( y_{\{B\}} \). Let \( y^{AB} \) be the vector obtained from vector \( y \) as follows. All components \( y_i \) of vector \( y \) for \( i \in A \) are replaced by
the value \( y_{(B)} \). Similarly, all components \( y_i \) for \( i \in B \) are replaced by the value \( y_{(A)} \). The remaining components of vector \( y \) are unchanged. For example, let \( y = (2, 4, 4, 3, 2, 2) \), \( A = \{1, 5, 6\} \) and \( B = \{2, 3\} \). Then \( y^{AB} = (4, 2, 2, 3, 4, 4) \).

**Definition 1.** The groups of criteria \( \{f_i\}_{i \in A} \) and \( \{f_i\}_{i \in B} \) are equally important (such statement is denoted as \( A \approx B \)) if the DM considers vectors \( y \) and \( y^{AB} \) as indifferent.

**Definition 2.** The group of criteria \( \{f_i\}_{i \in A} \) is more important than the group of criteria \( \{f_i\}_{i \in B} \) (such statement is denoted as \( A \succ B \)) if the DM prefers \( y \) to \( y^{AB} \), whenever \( y_{(A)} > y_{(B)} \).

If both sets \( A \) and \( B \) have single elements, the above definitions coincide with the definition of importance of single criteria [Podinovski, 1976].

The quantitative information about criteria importance \( \Omega \) may consist of statements such as \( A \approx B \) or \( A \succ B \). According to Definitions 1 and 2, each of such statements introduces the corresponding indifference relation \( I^{A=B} \) and strict preference relation \( P^{A>B} \) on the set \( Z \). In particular, \( yI^{A=B}z \) iff (if and only if) \( z = y^{AB} \), and \( yP^{A>B}z \) iff \( z = y^{AB} \), provided \( y_{(A)} > y_{(B)} \). The non-strict preference relation \( R^\Omega \) on \( Z \) (induced by information \( \Omega \)) is defined as the transitive closure of the union of relations induced by all statement from \( \Omega \) and relation \( R^\emptyset \):

\[
R^\Omega = \text{TrCl}[(\bigcup_{\omega \in \Omega} R^\omega) \cup R^\emptyset].
\] (2)

This means that \( yR^\Omega z \) is true if and only if there exists a sequence of vectors \( u^k \in Z \) such that
\[
yR^1u^1, u^1R^2u^2, \ldots, u^{s-1}R^sz,
\]
where \( R^i \) is either \( R^\omega \) (\( I^{A=B} \) if \( \omega = A \approx B \) and \( P^{A>B} \) if \( \omega = A \succ B \)) or \( R^\emptyset \). Existing methods of CIT allow for the verification of the consistency of information \( \Omega \) and the construction of the relation \( R^\Omega \).

Let all criteria be of equal importance (such information is denoted by \( S \)). For any \( k = 1, \ldots, q-1 \), denote \( \sigma_k(y) \) the number of components \( y_i \) of vector \( y \) such that \( y_i \leq k \), and let \( \sigma(y) = (\sigma_1(y), \ldots, \sigma_{q-1}(y)) \), where \( q \) was defined above.
As proved in [Gaft, Podinovski, 1981], the decision rule for relation \( R^S \) is as follows:

\[
yR^S z \iff \sigma(y) \leq \sigma(z),
\]

(3)

where \( \leq \) is the component-wise non-strict vector inequality. Furthermore, if at least for one component the inequality on the right-hand side of (3) is strict (denoted \( \sigma(y) \leq \sigma(z) \)), then \( yP^S z \). Otherwise, if \( \sigma(y) = \sigma(z) \), we have \( yI^S z \). The same remark on \( \leq \) and \( = \) is true for decision rules that are introduced below and formulated using non-strict vector inequalities.

Assume that \( q > 2 \) and suppose it is known that the increase of preferences along \( Z_0 \) “slows down”. We denote this information \( \Delta \downarrow \). This means that the increase of the DM’s preferences that corresponds to the transition from gradation \( k \) to gradation \( k+1 \) is greater than the increase from gradation \( k + 1 \) to gradation \( k + 2 \), for all \( k = 1, \ldots, q - 2 \). The statement \( i=j \), together with the information \( \Delta \downarrow \), induces the following preference relation \( P^{i=j\Delta \downarrow} \) on \( Z \):

\[
yP^{i=j\Delta \downarrow} z \iff y = [(z_i + \delta, z_j - \delta), z_i + \delta \leq z_j - \delta] \lor \\
y = (z_i - \delta, z_j + \delta), z_j + \delta \leq z_i - \delta]
\]

where \( \delta \) is a natural number, and \( (z_i + \delta, z_j - \delta) \) is the vector obtained from \( z \) by substituting its component \( z_i \) by \( z_i + \delta \) and \( z_j \) by \( z_j - \delta \). As proved in [Podinovski, 2009], the decision rule for the relation \( R^{S\Delta \downarrow} \) induced by information \( S\&\Delta \downarrow \) on \( Z \) is as follows:

\[
yR^{S\Delta \downarrow} z \iff \sum_{k=1}^l \sigma_k(y) \leq \sum_{k=1}^l \sigma_k(z), l = 1, \ldots, q - 1.
\]

(4)

Now we define the notion of degrees of importance superiority [Podinovski, 2002]. It is based on the notion of \( N \)-model. Let \( N = (n_1, n_2, \ldots, n_m) \) be a vector, all components of which are natural numbers, and let \( n = n_1 + \ldots + n_m \). Consider a decision model with \( m \) criteria and the set of vector estimates \( Z = Z_0^m \). The corresponding \( N \)-model has the following vector of \( n \) scalar criteria:
where, for each \( i = 1, \ldots, m \), the set of equally important criteria \( f_{i1}^{1}, \ldots, f_{i1}^{n_{1}}, \ldots, f_{im}^{1}, \ldots, f_{im}^{n_{m}} \) corresponds to the original scalar criterion \( f_i \). We refer to the values of vector (5) as \( \mathcal{N} \)-estimates. The set of all \( \mathcal{N} \)-estimates is \( \mathcal{Z}(\mathcal{N}) = \mathcal{Z}_0^n \).

For any vector estimate \( y \in \mathcal{Y} \) in the original model, the corresponding \( \mathcal{N} \)-estimate \( y^N = \mathcal{Z}(\mathcal{N}) \). In particular, the first \( n_1 \) components of vector \( y^N \) are equal to \( y_1 \), the next \( n_2 \) components are equal to \( y_2 \), and so on. In other words, \( y^N \) is obtained by the cloning of components of \( y \). Conversely, if \( y^N \) is an \( \mathcal{N} \)-estimate such that \( y_1 = \ldots = y_{n_1} \), and so on, then the corresponding vector estimate \( y = (y_{n_1}, \ldots, y_{nm}) \in \mathcal{Z} \).

**Definition 3.** Criterion \( f_i \) is \( h_{ij} \) times as important as criterion \( f_j \) (such statement is denoted as \( i \succ_h^N j \)) if for any agreeing \( \mathcal{N} \)-model (i.e. the \( \mathcal{N} \)-model in which \( n_i/n_j = h_{ij} \)) each of \( n_i \) criteria \( f_i^s \) and each of \( n_j \) criteria \( f_j^t \) are equally important.

Let \( \Theta \) be the quantitative information about the importance of criteria: such information consists of the statements in the form \( i \succ_h^N j \). We assume that the information \( \Theta \) is consistent and complete, i.e. it allows us to calculate the matrix \( \mathcal{H} = (h_{ij}) \) of degrees of importance superiority, whose positive elements satisfy equalities \( n_i/n_j = h_{ij} \), \( i, j, k \in \{1, \ldots, m\} \). Let \( \mathcal{R}^\Theta \) be the non-strict preference relation induced by information \( \Theta \) on the set \( \mathcal{Z} \). It is defined by the following decision rule which is obtained on the basis of decision rule (3) for problems with equally important criteria (5) [Podinovski, 2002]:

\[
y \preceq \mathcal{R}^\Theta z \iff \sigma(y^N) \leq \sigma(z^N). \tag{6} \]

In (6), each component \( \sigma_k(y^N) \) of the vector \( \sigma(y^N) = (\sigma_1(y^N), \ldots, \sigma_{q-1}(y^N)) \) is defined as the number of components of vector \( y^N \) that are not greater than \( k \).

The quantitative (or cardinal) coefficients of importance of criteria, induced by the information \( \Theta \), are positive numbers \( \alpha_i \) such that \( \alpha_i/\alpha_j = h_{ij} \), \( i, j = 1, \ldots, m \), and such that the sum of all \( \alpha_i \) is equal to 1. The coefficients \( \alpha_i \) are unique.
Define
\[
\alpha_{ik}(y) = \begin{cases} 
\alpha_i, y_i \leq k, \\
0, y_i > k,
\end{cases} \quad i = 1, \ldots, m; \quad k = 1, \ldots, q - 1; \tag{7}
\]
\[
\alpha_k(y) = \alpha_{1k}(y) + \ldots + \alpha_{mk}(y), \quad k = 1, \ldots, q - 1; \quad \alpha(y) = (\alpha_1(y), \ldots, \alpha_{q-1}(y)). \tag{8}
\]

The decision rule using the coefficients of importance and based on (7) – (8) is as follows [Podinovski, 2002]:
\[
yR^{\Theta} z \iff \alpha(y) \leq \alpha(z). \tag{9}
\]

Let us introduce vectors \(\alpha^{[1,k]}(y) = \alpha_1(y) = \ldots + \alpha_k(y)\), \(k = 1, \ldots, q - 1\). The decision rule describing relation \(yR^{\Theta \Delta \downarrow}\) specified by information \(\Theta & \Delta \downarrow\) is as follows [Podinovski, 2009]:
\[
yR^{\Theta \Delta \downarrow} z \iff \alpha^{[1,k]}(y) \leq \alpha^{[1,k]}(z), \quad k = 1, \ldots, q - 1. \tag{10}
\]

Some methods for the practical elicitation of different types of qualitative and quantitative information about the importance of criteria, and the corresponding decision rules were developed by Podinovski [2009] and Nelyubin and Podinovski [2011].

4. Criterion groups of equal importance

A new decision rule is needed for multicriteria decision problems with a hierarchical structure. Assume that the set of \(m\) criteria is divided into \(s > 1\) disjoint and equally important groups of criteria \(\{f_i\}_{i \in A'}, \ldots, \{f_i\}_{i \in A'}\). We further assume that the criteria in each group are of equal importance, and at least one of the groups contains no less than two criteria. For simplicity and without loss of generality we assume that the first group includes the first \(m_1\) equally important criteria, the second group contains the next \(m_2\) equally important criteria, and so on. The last \(s\)-th group contains the last \(m_s\) equally important criteria. Therefore, the vector criterion \(f\) may be stated as
\[
f = (f_1, \ldots, f_{m_1}, f_{m_1+1}, \ldots, f_{m_1+m_2}, \ldots, f_{m_1+\ldots+m_{s-1}+1}, \ldots, f_m). \tag{11}
\]
The above information may be represented in the following form: \( S^* = \{ A^i \approx \cdots \approx A^s; \ i \approx j, i, j \in A', t = 1, \ldots, s \} \). According to the general definition (2) this information induces the non-strict preference relation \( R^{S^*} \) on the set \( Z \).

Let \( \mu \) be the least common multiple of the natural numbers \( m_1, \ldots, m_s \). Define \( n_i = \mu / m_i, \ldots, n_s = \mu / m_s \), and consider the corresponding \( \mathcal{N} \)-model. In the latter model, an initial vector estimate \( y = (y_1, \ldots, y_m) \) corresponds to the \( \mathcal{N} \)-estimate

\[
y^N = \left( \frac{y_1, \ldots, y_{m_i}; \ldots, y_1, \ldots, y_{m_i}}{n_i}, \ldots, \frac{y_{m_1+m_2+\cdots+m_{s-1}+1}, \ldots, y_m; \ldots, y_{m_1+m_2+\cdots+m_{s-1}+1}, \ldots, y_m}{n_i} \right).
\] (12)

The set of all \( \mathcal{N} \)-estimates is \( Z^n_0 \). Let us note that number of components in \( y^N \) that were obtained from the \( t \)-th group of components of vector estimate \( y \) is equal to \( n_t m_t = \mu \), and this number is the same for all groups. Therefore, in accordance with (6), the relation \( \bar{R}^{S^*} \) on \( Z \) we can define as follows:

\[
y \bar{R}^{S^*} z \iff \sigma(y^N) \leq \sigma(z^N).
\] (13)

It can be shown that the relation \( \bar{R}^{S^*} \) expands the preference relation \( R^{S^*} \) in the following consistent way: \( \bar{R}^{S^*} \supset R^{S^*} \) (therefore, \( \bar{I}^{S^*} \supset I^{S^*} \)) and \( \bar{P}^{S^*} \supset P^{S^*} \).

5. Quantitative importance of group of criteria

For problems with hierarchical structure, we further need to define the degree of importance superiority applicable to groups of criteria. Let us first illustrate the idea of the definition given below by an example.

**Example 1.** Let the set of criteria in a five-criterion problem \( (m = 5) \) be divided into two groups: \( \{ f_1, f_2, f_3 \} \) and \( \{ f_4, f_5 \} \). Also let \( A = \{ 1, 2, 3 \} \) and \( B = \{ 4, 5 \} \) be the sets of criterion indexes (subscripts) from the first and the second groups, respectively. We now address the following question: how we could formalize, for example, the statement that the group of criteria \( \{ f_1, f_2, f_3 \} \) is twice as important as the group \( \{ f_4, f_5 \} \)?

To answer this question, let us expand the vector estimate \( y = (y_1, y_2, y_3, y_4, \)
(\(y_1, y_2, y_3, y_4, y_5\)) to the vector \((y_1, y_2, y_3, y_1, y_2, y_3, y_4, y_5)\) and consider the latter vector as a vector estimate in the eight-criterion problem, with three equally important groups. Each of the first two groups consists of three criteria, and the third group consists of two criteria. Furthermore, if there is information about the importance of the original scalar criteria \(y_i, \ i=1,...,5\), such information should also apply to the extended eight-criterion problem.

Let \(\{f_i\}_{i \in A}\) and \(\{f_i\}_{i \in B}\) be two disjoint groups of criteria. Consider any two integers \(n_a, n_b > 0\) and define \(h = n_a / n_b\). Let us expand the vector \(y = (y_1, ..., y_m)\) by replicating \(n_a - 1\) times its components corresponding to the group \(A\). We refer to the set of such \(n_a\) identical groups as the clone of group \(A\), or simply clone \(A\). Similarly, we replicate \(n_b - 1\) times the components if vector \(y\) corresponding to the group \(B\). We refer to the set of \(n_b\) identical groups as clone \(B\).

The above cloning procedure generates a new expanded decision problem referred to as the \((n_a; n_b)\)-problem. In this problem, any two groups from clone \(A\) are equally important and any two groups from clone \(B\) are equally important. Moreover, any information about the importance of the original scalar criteria \(y_i\) is also retained in the expanded problem.

**Definition 4.** The group of criteria \(\{f_i\}_{i \in A}\) is \(h = n_a / n_b\) times as important as the group of criteria \(\{f_i\}_{i \in B}\) (such statement is denoted as \(A \succ^h B\)), if in the \((n_a; n_b)\)-problem any group of criteria from clone \(A\) and any group of criteria from clone \(B\) are equally important.

In a practical application the information about degrees of importance superiority of one group of criteria over another may be elicited using methods similar to those developed for single criteria [Podinovski, 2002]. In such methods we should consider vector estimates in which components from the same group are all equal to each other.

Let the set of criteria be divided into \(s\) groups as in (11). Suppose that, using Definition 4, for any two groups \(\{f_i\}_{i \in A_t}\) and \(\{f_i\}_{i \in A_r}\) we have established that the former group is \(h_{tr}\) times as important as the latter: \(A_t \succ^{h_{tr}} A_r\).

Let us further assume that for any two criteria \(f_i\) and \(f_j\) from the same group it is known that \(i \succ^{h_j} j\). Such information is denoted by the Greek letter \(T\).
Based on information T, and using the process of cloning described above (applied to groups of criteria and individual scalar criteria), we can construct the T-model in which all groups of criteria are equally important, and all scalar criteria within any group are also equally important.

The described cloning process may be performed “bottom-up”, where we start by cloning groups of criteria, followed by the cloning of individual criteria within each group. Alternatively, the process can be performed “bottom-up”. In this case we first clone single criteria within groups, followed by the cloning of the resulting groups. The following example illustrates this procedure.

**Example 2.** In Example 1 we showed how the information that the group of criteria \( A \) is twice as important as group \( B \) (\( A \succ 2 \succ B \)) could be represented by creating an expanded vector of criteria in which all groups of criteria were equally important. Suppose we additionally have the following information concerning individual scalar criteria: \( 1 \preceq 3^2 \), \( 2 \approx 3 \), \( 4 \preceq \frac{5}{2} \). Then all the information we have can be represented as

\[
T = \{ A \succ 2 \succ B; 1 \preceq 3^2; 2 \approx 1^3; 4 \preceq \frac{5}{2}\}.
\]

First, we construct the T-model using the “top-down” approach. As in Example 1, using the statement \( A \succ 2 \succ B \), we expand the original vector \( y = (y_1, y_2, y_3, y_4, y_5) \) to \( (y_1, y_2, y_3, y_1, y_2, y_3, y_4, y_4, y_4, y_4, y_4, y_5, y_5) \). Next, we clone the single criteria using the information \( 1 \preceq 3^2, 2 \approx 3 \) and \( 4 \preceq \frac{5}{2} \). The resulting vector, which we refer to as the T-estimate, is as follows:

\[
y^T = (y_1, y_1, y_1, y_2, y_3; y_1, y_1, y_1, y_2, y_3; y_4, y_4, y_4, y_4, y_4, y_4, y_4, y_4, y_4, y_5, y_5) \tag{14}
\]

Alternatively, we can use the “bottom-up” approach. Using the information \( 1 \preceq 3^2, 2 \approx 3 \) and \( 4 \preceq \frac{5}{2} \), we first clone individual criteria to expand the original vector \( y = (y_1, y_2, y_3, y_4, y_5) \) to vector \( (y_1, y_1, y_1, y_2, y_3; y_4, y_4, y_4, y_4, y_4, y_4, y_4, y_4, y_5, y_5) \). We then use the information \( A \succ 2 \succ B \) to obtain (14).

Note that in the resulting T-model all groups of criteria are equally important, and all criteria in each group are also equally important. Therefore, using the approach described in Section 4, we can associate this model with the N-model in which all criteria are equally important. We refer to this model as the NT-model. The following example clarifies this correspondence.
Example 3. The T-model constructed in Example 2 includes three groups of criteria, and all three groups are equally important. The first two of these groups contain \( m_1 = m_2 = 5 \) equally important criteria, and the third group contains \( m_3 = 7 \) equally important criteria. Since the least common multiple of \( m_1 \), \( m_2 \), and \( m_3 \) is 35, and because \( n_1 = \mu / m_1 = 7 \), \( n_2 = \mu / m_2 = 7 \), \( n_3 = \mu / m_3 = 5 \), the relevant NT-model contains \( 105 = 5 \times 7 \times 3 \) equally important criteria. This model is obtained by repeating the criteria from the first and second groups 7 times, and repeating the criteria from the third group 5 times. For example, for \( y = (2, 4, 5, 1, 3) \), its T-estimate is (13) and its NT-estimate is

\[
y^{NT} = (2, 2, 2, 4, 5; 2, 2, 2, 4, 5; 2, 2, 2, 4, 5; 2, 2, 2, 4, 5; 2, 2, 2, 4, 5; 2, 2, 2, 4, 5; 2, 2, 2, 4, 5;
\]

\[
1, 1, 1, 1, 1, 3, 3; 1, 1, 1, 1, 1, 3, 3; 1, 1, 1, 1, 1, 3, 3; 1, 1, 1, 1, 1, 3, 3; 1, 1, 1, 1, 1, 3, 3)
\]

Because all criteria in the NT-model are equally important, such a model can be stated in an equivalent compact form: we need to indicate only the components of the original vector \( y \) and to use the superscripts to specify the number of times each component occurs in the NT-estimate. In our example, we have \( y^{NT} = (1^{25}, 2^{42}, 3^{10}, 4^{14}, 5^{14}) \).

Because all criteria in the NT-model are of equal importance, for the comparison of two vector estimates \( y \) and \( z \) we can use any method of CIT suitable for such criteria. For example, adapting (13), we obtain the following decision rule:

\[
y \bar{R}^T z \iff \sigma(y^{NT}) \leq \sigma(z^{NT}) \quad (15)
\]

Example 4. Let the set of gradations in the problem from Example 3 be \( Z_0 = \{1, 2, 3, 4, 5\} \). Let us compare the three vector estimates \( y = (2, 4, 5, 1, 3) \), \( z = (3, 5, 5, 4, 2) \), \( u = (1, 5, 5, 5, 4) \). We first construct the three corresponding NT-estimates. Our task is simplified by noting that, as in Example 3, we need to replicate the first component 42 times, the second and third 14 times, the fourth 25 times and the fifth 10 times. Therefore,

\[
y^{NT} = (1^{25}, 2^{42}, 3^{10}, 4^{14}, 5^{14}) \), \quad z^{NT} = (2^{10}, 3^{42}, 4^{25}, 5^{28}) \), \quad u^{NT} = (1^{42}, 4^{10}, 5^{33}) .
\]
Furthermore,

\[
\begin{align*}
\sigma_1(y^{NT}) &= 25, \quad \sigma_2(y^{NT}) = 67, \quad \sigma_3(y^{NT}) = 77, \quad \sigma_4(y^{NT}) = 91; \\
\sigma_1(z^{NT}) &= 0, \quad \sigma_2(z^{NT}) = 10, \quad \sigma_3(z^{NT}) = 52, \quad \sigma_4(z^{NT}) = 77; \\
\sigma_1(u^{NT}) &= 42, \quad \sigma_2(u^{NT}) = 42, \quad \sigma_3(u^{NT}) = 42, \quad \sigma_4(u^{NT}) = 52.
\end{align*}
\]

Note that the following inequalities are true

\[
\sigma_1(z^{NT}) < \sigma_1(y^{NT}), \quad \sigma_2(z^{NT}) < \sigma_2(y^{NT}), \quad \sigma_3(z^{NT}) < \sigma_3(y^{NT}), \quad \sigma_4(z^{NT}) < \sigma_4(y^{NT}).
\]

Then, according to (15), \( z \bar{P} y \). For \( u \) and \( z \) we have

\[
\begin{align*}
\sigma_1(u^{NT}) &> \sigma_1(z^{NT}), \quad \sigma_2(u^{NT}) > \sigma_2(z^{NT}), \quad \sigma_3(u^{NT}) < \sigma_3(z^{NT}), \quad \sigma_4(u^{NT}) < \sigma_4(z^{NT}), \\
\end{align*}
\]

so that \( z \bar{R}^T u \) and \( u \bar{R}^T z \) are not true, i.e. \( u \) and \( z \) are non-comparable with respect to \( \bar{R}^T \).

The above method required the construction of \( NT \)-models. We used this approach to illustrate the theoretical definition of the preference relation \( \bar{R}^T \). There also exists a simpler alternative approach based on the notion of coefficients of group importance \( \alpha_{\{t\}} \). These are positive numbers that correspond to groups of criteria. The sum of \( \alpha_{\{t\}} \) is equal to 1, and we require that \( \alpha_{\{t\}} / \alpha_{\{r\}} = h_{tr} \), for all \( t, r = 1, \ldots, s \). It is straightforward to prove that such coefficients of importance are unique for \( T \).

Let \( \alpha_{1}^t, \ldots, \alpha_{m}^t \) be the coefficients of importance of individual scalar criteria from the group \( A_t \). (Note that these coefficients are valid only within the group \( A_t \) and cannot be directly compared to the coefficients of importance from the other groups of criteria.)

Let \( \alpha_i, \ i = 1, \ldots, m \) be final coefficients of importance of the individual scalar criteria. These can be calculated using the conventional approach: if criterion \( f_i \) belongs to group \( \{ f_i \}_{i \in A_t} \) then \( \alpha_i = \alpha_{\{t\}} \alpha_i^t \). The coefficients \( \alpha_i \) allow us to simplify the construction of the \( NT \)-model and introduce a new decision rule based on (9). Let all coefficients \( \alpha_i \) be proper fractions: \( \alpha_i = n_i'/n_i'' \), where \( n'_i \)
and \( n_i'' \) are relatively prime numbers, and \( n_i' < n_i'' \). Furthermore, let all these fractions be reduced to the lowest common denominator \( c \). It is easy to see that the NT-model with \( N = (n_1, \ldots, n_m) \) is appropriate. The NT-estimates constructed in this way have dimension equal to \( c \).

**Example 5.** In the example 4 problem for the information \( T = \{A \succ B; 1 \succ 2, 2 \approx 3; 4 \succ 5/2, 5\} \) we have: \( \alpha_{(1)} = 3/2 \), \( \alpha_{(2)} = 1/3 \); \( \alpha_1^1 = 3/5 \), \( \alpha_2^1 = \alpha_3^1 = 1/5 \); \( \alpha_1^2 = 3/5 \), \( \alpha_2^2 = 1/2 \). Therefore,

\[
\alpha_1 = 3/2, \; \alpha_2 = \alpha_3 = 3/15, \; \alpha_4 = 5/21, \; \alpha_5 = 7/21. \tag{16}
\]

The lowest common denominator \( c \) of numbers 5, 15 и 21 is equal to 105. Fractions (14) being reduced to lowest common denominator become

\[
\alpha_1 = \frac{42}{105}, \; \alpha_2 = \alpha_3 = \frac{14}{105}, \; \alpha_4 = \frac{25}{105}, \; \alpha_5 = \frac{10}{105}. \tag{17}
\]

Thus, \( N \) for NT-model is the vector \((42, 14, 14, 25, 10)\), and the dimension of NT-estimates is equal to 105. The same established in another way in example 3.

The equivalence of two considered ways for constructing NT-models allows to use decision rules (9) and (10) because they were justified just with the help of \( N \)-model [Podinovski, 2002, 2009]. For this it is necessary to account for final importance coefficients. Let us illustrate the “work” of decision rule (9) with an example.

**Example 6.** Let us compare vector estimates in example 3 by preference using final importance coefficients (16) reduced to lowest common denominator (17). According to (7) and (8) we have for \( y \), \( z \) and \( u \):

\[
\alpha(y) = (\frac{25}{105}, \frac{67}{105}, \frac{77}{105}, \frac{91}{105}), \; \alpha(z) = (0, \frac{10}{105}, \frac{52}{105}, \frac{77}{105}), \; \alpha(u) = (\frac{42}{105}, \frac{42}{105}, \frac{42}{105}, \frac{52}{105}).
\]

Since \( \alpha(z) \leq \alpha(y) \), then, in accordance to (9), \( z \bar{R}^T y \) is true. But both \( \alpha(z) \leq \alpha(u) \) and \( \alpha(u) \leq \alpha(z) \) are not true and, therefore, \( z \) and \( u \) are incomparable by \( \bar{R}^T \). It is useful to compare calculations that are executed here with calculations from example 4.
6. Decision rules for problems with a hierarchical structure

In problems with a hierarchical criteria structure similar to that depicted in Figure 1 we can treat vector criteria of different levels as groups of component scalar criteria. For example, the vector criterion $f_{345}^2$ in Figure 1 is treated as the group of criteria $\{f_3, f_4, f_5\}$. Therefore, all of the approaches and methods considered above are applicable to such problems.

While analyzing practical problems with a hierarchical structure, the decision maker may be asked to compare (vector) criteria of the same level $l$, which are the subvectors of the same vector criterion of the higher level $l - 1$. (We refer to this higher-level vector criterion as the common parent of the two subvectors of level $l$. For example, in Figure 1, criterion $f_{34567}^1$ is the parent of criteria $f_{345}^2$ and $f_{67}^2$.)

The scale gradations of parent vectors are defined as follows. The scale gradation of a vector criterion is equal to $k \in Z_0$ if the scale gradations of all particular criteria included in the vector criterion are equal to $k$. For example, if the scale $Z$ is linguistic and the value $k$ corresponds to gradation “good”, then the parent vector criterion is also assigned the common general value $k$ (“good”).

The qualitative information $\Omega$ about the importance of criteria can be obtained using Definition 1 and Definition 2. Existing methods of CIT allow us to obtain the non-strict preference relation on $Z$ taking into account information $\Omega$ and also statements about the rate at which the DM’s preferences change along the criterion scale. To construct such relations, one could use the general approach developed by Osipova et al. [1984]. However, this method assumes a matrix representation of the binary preference relation. Due to the very large dimensions of such a matrix even for a small number of criteria, the practical application of this method is questionable. Unfortunately, no analytical methods for the solution of such problems exist at the present time. However, under some additional assumptions a suitable optimization method can be developed (see Example 8).

To obtain quantitative information on criteria importance one can use methods described in Podinovski [2002]. This information consists of statements about the degree of importance superiority of some criteria over the other.
The use of such information for the construction of the non-strict preference relation on $Z$ requires the construction of the corresponding $NT$-model as described in section 5. However, as shown in the example below, it may be easier to calculate the final coefficients of importance first, and then use a suitable decision rule.

**Example 7.** Let the set of gradations in the problem from Example 1 be $Z_0 = \{1, 2, 3, 4, 5\}$. Suppose we have the following quantitative information about the criteria importance

\[
f_{12}^{1.2} \succ 3/2 \ f_{34567}^{1.2} ; \ f_{345}^{2} \succ 7/3 \ f_{67}^{2} ; \ f_{1}^{3} \succ 1 \ f_{2}^{3} ; \ f_{3}^{3} \succ 1 \ f_{4}^{3} ; \ f_{4}^{3} \succ 2 \ f_{5}^{3} ; \ f_{6}^{3} \succ 1 \ f_{7}^{3}
\] (18)

The above data allows us to calculate the coefficients of importance shown in Figure 1:

\[
\alpha_1 = 0.6 , \ \alpha_2 = 0.4 ; \ \alpha_2 = 1 , \ \alpha_2 = 0.7 , \ \alpha_6 = 0.3 ; \ \alpha_1 = 0.5 , \ \alpha_2 = 0.5 ,
\]
\[
\alpha_3 = 0.4 , \ \alpha_4 = 0.4 , \ \alpha_3 = 0.2 , \ \alpha_6 = 0.5 , \ \alpha_7 = 0.5 .
\]

(The information about the degree of superiority of one criterion over another may be elicited in the form of precise or interval statements. Such information may then be used to calculate the coefficients of criteria importance using the eigenvalue method of Saaty [1980] or some other methods [Podinnovski, 2007]. The above coefficients of importance allow us to calculate the final importance coefficients $\alpha_i$ of partial criteria $f_i$:)

\[
\alpha_1 = 0.3 , \ \alpha_2 = 0.3 , \ \alpha_3 = 0.112 , \ \alpha_4 = 0.112 , \ \alpha_5 = 0.056 , \ \alpha_6 = 0.06 , \ \alpha_7 = 0.06 .
\]

Suppose that the values of the vector criterion $f = (f_1, f_2, f_3, f_4, f_6, f_7)$ for alternatives $x^1$ and $x^2$ are as follows:

\[
y = f(x^1) = (4, 4, 3, 5, 3, 1, 2) , \ z = f(x^2) = (5, 3, 2, 4, 4, 3, 1).
\] (19)

If there is no information about the rate of increase of the preferences along the criterion scale, i.e. the scale is ordinal, then we can use decision rule (9) to compare alternatives with respect to the DM’s preferences. Note that for the vectors

\[
\alpha(y) = (0.06, 0.12, 0.288, 0.888) , \ \alpha(z) = (0.06, 0.172, 0.532, 0.7).
\]
neither \( \alpha(y) \leq \alpha(z) \) nor \( \alpha(z) \leq \alpha(y) \) is true, the alternatives \( x^1 \) and \( x^2 \) are incomparable. Now assume that it is known that the rate of increase of the preferences along the criterion scale “slows down”. According to the definition in Section 3, in this case we have

\[
\begin{align*}
\alpha^{[1,1]}(y) &= 0.06, \quad \alpha^{[1,2]}(y) = 0.18, \quad \alpha^{[1,3]}(y) = 0.468, \quad \alpha^{[1,4]}(y) = 1.356, \\
\alpha^{[1,1]}(z) &= 0.06, \quad \alpha^{[1,2]}(z) = 0.232, \quad \alpha^{[1,3]}(z) = 0.764, \quad \alpha^{[1,4]}(z) = 1.464.
\end{align*}
\]

Then the non-strict inequalities from (10)

\[
\alpha^{[1,1]}(y) \leq \alpha^{[1,1]}(z), \quad \alpha^{[1,2]}(y) \leq \alpha^{[1,2]}(z), \quad \alpha^{[1,3]}(y) \leq \alpha^{[1,3]}(z), \quad \alpha^{[1,4]}(y) \leq \alpha^{[1,4]}(z)
\]

are satisfied. Furthermore, we have the strict inequality \( \alpha^{[1,4]}(y) < \alpha^{[1,4]}(z) \). Therefore, alternative \( x^1 \) is preferred to \( x^2 \).

**Remark 1.** The method developed in Podinovski (2012) may be used for the sensitivity analysis of the optimal decision alternative with respect to the changes of the coefficients of importance.

Above we assumed that the coefficients of criteria importance were assessed exactly, as point estimates. However, quantitative information about importance may also be obtained in the form of set estimates, e.g. in the form of intervals (Podinovski, 2002). The point estimates usually require that we make certain additional assumptions about the preference structure of the DM. In the absence of such assumptions we may only be able specify a set \( A \) of feasible values of the coefficient of importance \( \alpha \). In this case, we may subsequently use the common principle of decision theory (see, e.g., [Weber, 1987; Podinovski, 2008]) for the definition of the non-strict preference relation \( R(A) \), induced on \( Z \) by the information about the importance in the form \( A \).

Namely, we define

\[
y R(A) z \iff y R(\alpha) z, \text{ for any } \alpha \in A,
\]

where \( R(\alpha) \) is the non-strict preference relation defined by the relevant decision rule for the known value of \( \alpha \). For example, if the criterion scale is ordinal, the decision rule is (9). The described approach extends to the case in which the information about the importance of criteria is qualitative.
Example 8. Assume that in Example 7 the quantitative information (18) is not available but instead we have the following qualitative information:

\[ f_{12}^1 > f_{34567}^1 ; f_{345}^2 > f_6^1 ; f_1^3 = f_2^3 ; f_3^3 = f_4^3 ; f_4^3 > f_5^3 ; f_6^3 > f_7^3 \]  \hspace{1cm} (21)

For the qualitative information (21) the set \( A \) is defined by the following system of equalities and inequalities:

\[
\begin{align*}
\alpha_1 &> 0, \quad \alpha_2 > 0, \quad \alpha_3 > 0, \quad \alpha_4 > 0, \quad \alpha_5 > 0, \quad \alpha_6 > 0, \quad \alpha_7 > 0, \\
\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7 &> 1, \quad \alpha_1 + \alpha_2 > \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7, \\
\alpha_3 + \alpha_4 + \alpha_5 &> \alpha_6 + \alpha_7, \quad \alpha_1 = \alpha_2, \quad \alpha_3 = \alpha_4, \quad \alpha_4 > \alpha_5, \quad \alpha_6 = \alpha_7. 
\end{align*}
\] \hspace{1cm} (22)

If we the criterion scale is ordinal then, according to (9) and (20), the relation \( R(A) \) is defined as follows:

\[ yR(A)z \iff \alpha(y) \leq \alpha(z), \text{ for any } \alpha \in A. \] \hspace{1cm} (23)

To illustrate the application of (23), consider alternatives \( x^1 \) and \( x^2 \) whose vector estimates are defined in (19). Taking into account (7) and (8), for \( y \) and \( z \) we have:

\[
\begin{align*}
\alpha_1(y) &= \alpha_6, \quad \alpha_2(y) = \alpha_6 + \alpha_7, \quad \alpha_3(y) = \alpha_3 + \alpha_5 + \alpha_6 + \alpha_7, \\
\alpha_4(y) &= \alpha_1 + \alpha_2 + \alpha_3 + \alpha_5 + \alpha_6 + \alpha_7, \\
\alpha_1(z) &= \alpha_7, \quad \alpha_2(z) = \alpha_3 + \alpha_7, \quad \alpha_3(z) = \alpha_2 + \alpha_3 + \alpha_6 + \alpha_7, \\
\alpha_4(z) &= \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7.
\end{align*}
\]

We can now restate (23) in the extended form: \( yR(A)z \) is true if and only if, for any \( \alpha \in A \), the following inequalities are true:

\[
\begin{align*}
\alpha_6 &\leq \alpha_7, \quad \alpha_6 + \alpha_7 \leq \alpha_3 + \alpha_7, \quad \alpha_3 + \alpha_5 + \alpha_6 + \alpha_7 \leq \alpha_2 + \alpha_3 + \alpha_6 + \alpha_7, \\
\alpha_1 + \alpha_2 + \alpha_3 + \alpha_5 + \alpha_6 + \alpha_7 &\leq \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7 \quad \text{(24)}
\end{align*}
\]

According to (21), \( \alpha_6 = \alpha_7 \). Therefore the inequalities (23) are equivalently restated as

\[
\begin{align*}
\max_{\alpha \in A} \alpha_6 - \alpha_3 &\leq 0, \quad \max_{\alpha \in A} \alpha_5 - \alpha_2 \leq 0, \quad \max_{\alpha \in A} \alpha_1 + \alpha_5 - \alpha_4 \leq 0. 
\end{align*}
\] \hspace{1cm} (25)
In (25), $\bar{A}$ is the set of values of $\alpha$ defined by (22) where all strict inequalities are replaced by non-strict inequalities (such substitution is acceptable [Podinovski, 2004]).

The verification of inequalities (25) requires solving three linear programming programs. For example, the first of these is:

$$\alpha_6 - \alpha_3 \rightarrow \max$$

subject to:

$$\begin{align*}
\alpha_1 &\geq 0, \alpha_2 \geq 0, \alpha_3 \geq 0, \alpha_4 \geq 0, \alpha_5 \geq 0, \alpha_6 \geq 0, \alpha_7 \geq 0, \\
\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7 &= 1, \alpha_1 - \alpha_2 = 0, \alpha_3 - \alpha_4 = 0, \alpha_6 - \alpha_7 = 0, \\
-\alpha_1 - \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7 &\leq 0, \\
-\alpha_3 - \alpha_4 - \alpha_5 + \alpha_6 + \alpha_7 &\leq 0, -\alpha_4 + \alpha_5 &\leq 0.
\end{align*}$$

The above program may be solved by any linear optimizer. Its optimal value is 0.4166667, which does not satisfy the first inequality in (25). Therefore, $zR(\alpha)y$ is not true. Similarly, it can be established that $zR(\alpha)y$ is also not true. Therefore, alternatives $x^1$ and $x^2$ are incomparable by $R(\alpha)$. This result was entirely expected because these alternatives were incomparable even in Example 7, in which the exact values of the coefficients of importance were known.

**Remark 2.** The decision rule considered in Example 8 is based on the assumption that quantitative coefficients of importance exist, and uses qualitative information $\Omega$ about their values. It is worth noting that in case of an ordinal criterion scale the assumption that quantitative coefficients of importance exist does not lead to an extension of the preference relation $R^\Omega$. However, if the increase of preferences along the criterion scale is “slowing down”, the assumption that quantitative coefficients of importance exist does generally lead to the extension of relation $R^\Omega \Delta \downarrow$ [Nelyubin, Podinovski, 2012].
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