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1 Course Summary

This course provides a solid background in Probability Theory, Applied Stochastic Processes,

 Theoretical Statistics as well as introduction into Actuarial Science and Information Theory on the level required by Business Schools of the leading World Universities.

Among main questions covered in the course there are the following:  Markov Chains and Basic

Markov Processes, Point Processes, Time Series, Stochastic Differential Equations, applications to

Finance and Insurance, Information theory and Coding.
2 Area of Application and Regulatory References 
This Course Program establishes minimum requirements for skills and knowledge of the student and determines the content and the forms of educational activities and reporting. The Course Program is designed for Master Program students at HSE.
The Course Program has been developed in accordance with:
· Master Education Program M38.04.01 «Economics»
· University Academic Plan of the Education Program (approved in year 2015).
3 Course Goals
Course Goals are as follows:

· Offer students a deep insight into the probabilistic and statistical toolkit of modern business
· Master in modern probabilistic and statistical tools and technologies 
· Obtain practical skills to develop and apply probabilistic models in business studies
Students' Competencies to be developed by the Course.
The student is supposed to:

· Know the concept of random process in its basic form, i.e. Markov process, point

· process, diffusion process, stationary process, etc..
· Be able to construct and analyze stochastics models of real-life phenomena in economics

· and business.
· Gain computational skills (experience) of random phenomena analysis using computers.
The Course develops the following competencies:
	Competencies
	PC-Code
	Descriptors - the learning outcomes (the indicators of achievement)
	Teaching forms and methods of  that contribute to the development of a competence

	Academic activity 
	PC-1
	Ability to identify and formulate relevant issues, summarize and critically evaluate results of research on a chosen topic
	Lectures and seminars, problem analysis

	
	PC-5
	Ability to present results of study in a report and presentation
	Students’ presentations

	Consulting activity
	PC-17
	Ability to identify the data needed to make decision, collect and process the data
	Lectures and seminars, problem analysis

	
	PC-19
	Knowledge of the quantitative and qualitative methods for analyzing and modeling stochastic phenomena
	Lectures and seminars


· according to NC/NRU-HSE classification

	Competencies
	NC/NRU-HSE Code
	Descriptors - the learning outcomes (the indicators of achievement)
	Teaching forms and methods of  that contribute to the development of a competence

	Organize research activity for business strategy development and customer base analysis 
	IC-M1.2 (M)
	Possess methodology, methods and tools of random processes technique
	Lectures and seminars, problem analysis

	Organize consulting activity for business strategy development
	IC-M1.2 (M)
	Able to develop and implement strategies for analysis of real-life systems with stochastic behaviour
	Lectures and seminars, problem analysis


4 How the Course Fits in with the Curriculum
The current course is an integral part of the Magistrate programme  M38.04.01 «Economics».
The prerequisites are the basic courses in probability theory and statistics.

The following competencies are required:

•
the knowledge of basic probability theory including one and multi-dimensional distributions;

•
the knowledge of the basic ideas of mathematical statistics ;

•
the familiarity with at least one standard computer package, say Mathematika or MathLab ;

•
the familiarity with the basic concepts of multivariate statistical analysis
	5 Course Schedule
№
	Topic
	Total amount of hours 
	Classroom Activities
	Self-Study

	
	
	
	Lectures
	Seminars
	Workshops
	

	1
	Finite Markov Chains/Discrete Time
	14
	4
	2
	
	8

	2
	Finite Markov Chains/Continuous Time
	14
	4
	2
	-
	8

	3
	Countable Markov Chains
	14
	4
	2
	-
	8

	4
	Point processes and Insurance
	14
	4
	2
	-
	8

	5
	Markov processes
	14
	4
	2
	-
	8

	6
	Diffusions and Finance
	14
	4
	2
	-
	8

	7
	Basic Information Theory
	14
	4
	2
	-
	8

	8
	Coding and cryptography
	16
	4
	2
	-
	10

	
	TOTAL
	114
	32
	16
	
	66


5.1 Grading Criteria
Forms and Types of Testing

	Type of testing
	Form of testing
	Parameters 

	Intermediate exam
	Problem solving
	Written assignment, 2 hrs.

	Student presentations
	Oral presentation and written summary of a selected problems
	Oral presentation and written assignment, 4 hrs.

	Final exam
	Seen and unseen problems
	Written exam, 3 hrs.


6 The Course Content
The main textbooks are:

Kelbert M., Suhov Y., Markov Chains: a Primer in Random Processes,
Cambridge University Press, 2008

Kelbert M., Suhov Y., Information Theory and Coding, Cambridge University

Press, 2013

Mikosch T., Non-Life Insurance Mathematics, Palgrave, 2003

Shreve S., Stochastic Calculus for Finance II, Springer, 2004
In the following table papers marked with the star (*) are obligatory for reading prior class.
	Topic 1. Finite Markov Chains: Discrete Time
Key points: 

· Course overview.

· Hitting times and probabilities
· Equilibrium distributions.

· Controlled and partially observed Markov Chains

· Statistics of Markov Chains
Reading: 
Kelbert M., Suhov Y., Markov Chains: a Primer in Random Processes,

Cambridge University Press, 2008


	Topic 2.  Finite Markov Chains: Continuous Time
Key points:
       -  Q-matrix and transitional matrix

      -   Hitting times and probabilities
-    Detailed balance and reversibility

-   Convergence to equilibrium

-   Geometric algebra of Markov chains

-   Statistics of Markov Chains

      -    Introduction to Large Deviations
Reading:
Kelbert M., Suhov Y., Markov Chains: a Primer in Random Processes, Cambridge University Press, 2008


	Topic 3. Countable Markov Chains
Key points:
       -    Q-matrix and transitional matrix

      -     Random walks on lattices
-     The Poisson process
-      Birth-and-death process
      -    Recurrence and transience
      -    Convergence to equilibrium distributions. Reversibility
     -     Controlled and partially observed Markov Chains     

       -   Markovian queues and networks 

Reading: 
Kelbert M., Suhov Y., Markov Chains: a Primer in Random Processes, Cambridge University Press, 2008




	Topic 4. Point Processes and Insurance
Key point

·  Marked point process

·  Queueing and inventory problems

· The distribution of total claim amount
· The Cramer-Lundberg model

· Ruin probability and Lundberg inequality

· Credibility theory
Reading: 
Mikosch T., Non-Life Insurance Mathematics, Palgrave, 2003



	Topic 5.   Markov and Stationary Processes
Key points:

· Markov Process with a continuous space

· Brownian motion
· Relation to Second Order PDEs

· -Feyman-Kac formula

· Stochastic integrals

· Stationary process

· Time Series
Reading: Shreve S., Stochastic Calculus for Finance II, Springer, 2004



	Topic 6. Diffusions and Finance
Key points:

· Stochastic Calculus

· Ito Formula
· Diffusion process

· Pricing of options
· Black-Scholes formula
Reading: 
Shreve S., Stochastic Calculus for Finance II, Springer, 2004


	Topic 7. Basic Information Theory
Key points:
· Discrete Shannon, Renyi, Tsallis, etc. entropies 
· Entropies of a random source and Markov Chain 
· Differential entropies

· Shannon’s coding theorems

· Gaussian channels
Reading: 
Kelbert M., Suhov Y., Information Theory and Coding, Cambridge University Press, 2013


	Topic 8.  Coding and Cryptography.
Key points:

Bounds for codes

Cyclic codes

Hamming, Golay, Reed-Muller and BCH codes
Codes with a public access (RSA).

Electronic signature
Reading
Kelbert M., Suhov Y., Information Theory and Coding, Cambridge University Press, 2013



7 Educational Technologies
Present course includes lectures, projects, group work, presentations, problem studies, paper analysis and discussion.  

8 Methods and Materials for Current Testing and Attestation
8.1.
 Examples of Final exam “Probability and Statistics”.
Problem 1. Suppose that an examiner has to mark a very large number of answers. Each answer, independently of the others, is correct with probability p and incorrect with probability 1-p. The examiner has two marking strategies. His first strategy (which he uses initially) is to examine every answer, giving correct answers full marks and incorrect answers zero marks. His second strategy is less accurate; for each answer, he either, with probability q and independent of previous choices, marks it as before (giving full marks for a correct answer and zero for an incorrect one); or, with probability1-q, gives it full marks without looking at it. He changes from the first strategy to the second when he

observes n consecutive correct answers, and from the second strategy to the first when he discovers an incorrect answer. Model this process as a Markov chain. Calculate the long-term proportion of questions that the examiner looks at properly, and the long-term proportion of incorrect answers that obtain full marks.

Problem 2.  A finite connected graph G has vertex set V and edge set E, and has neither loops nor 

multiple edges. A particle performs a random walk on V, moving at each step to a randomly chosen

neighbour of the current position, each such neighbor being picked with equal probability, independently of all previous moves. Find the unique invariant distribution in terms of  the degree of vertex v. A rook performs a random walk on a chessboard; at each  step, it is equally likely to make any of the moves which are legal for a rook. What is the mean recurrence time of a corner square? (You should give a clear statement of any general theorem used.)
Problem 3.  Patients arrive at a hospital department according to a Poisson process of

rate 1.. There are plenty of junior doctors, and an arriving patient is immediately seen by one of them. The doctor takes a random time (with mean 1/2) to deal with the patient, after which the patient leaves the hospital with probability 1-A, but with probability A is referred to the consultant in charge of the department. The patients queue for the attention of the consultant, who takes a random time (with mean 1/3) to deal with each patient. After being seen by the consultant, the patient leaves the hospital.

Show how, under appropriate assumptions (which should be stated), the situation may be formulated as a continuous-time Markov chain with state (r,s), where r is the number of junior doctors busy and $s$ the number of patients referred to the consultant and still in the hospital. Describe the Q-matrix of the Markov chain. Find its invariant distribution.

Problem 4. Customers enter a supermarket as a Poisson process of rate 2. There are two salesmen near the door who offer passing customers samples of a new product. Each customer takes an exponential time of parameter 1 to think about the new product, and during this time occupies the full attention of

one salesman. Having tried the product, customers proceed into the store and leave by another door. When both salesmen are occupied, customers walk straight in. Assuming that both salesmen are free at time 0, find the probability that both are busy at a later time t.

Problem 5. A single bar contains N stools. Individuals enter the bar in the manner of a Poisson process with rate 1. If there is a stool, then an arriving customer sits on it. If there is none, then the individual departs elsewhere. Customers remain in the bar for times which are independent with the exponential distribution having parameter 3. Calculate the probability that an arriving customer finds no available stool, when the system is in equilibrium. When the system is in equilibrium, describe the process of

departures of customers (not counting those who failed to find a vacant stool).

9 Forms of the student’ competencies control 
	Type of control
	Form of control
	Parameters

	
	
	

	Current
	Home assignment
	2 current assignments

	Intermediate
	Intermediate assessment
	2 academic hours

	Final
	Examination
 
	3 academic hours


10 Grading Procedures
The final grade consists of three parts. Part 1 is an accumulated mark, Part II is the intermediate

Assessment and Part is the final examination.

The resulting score (10-point scale), Оfinal.
The resulting score is exposed by the following formula:
Оfinal = 0,4·О1 + 0,2· О2 +0.4 Оexam.
11 Technical Provision
 Present course is conducted with the use of following equipment: laptop and projector for lections and group project presentations. 
12 Academic Integrity 

14.1 Each student in this course is expected to abide by the Higher School of Economics’ Academic Honesty Policy.  Any work submitted by a student in this course for academic credit will be the student's own work. For this course, collaboration is allowed in the following instances: group discussion in class.
14.2 You are encouraged to study together and to discuss information and concepts covered in lecture and the sections with other students. You can give "consulting" help to or receive "consulting" help from such students. However, this permissible cooperation should never involve one student having possession of a copy of all or part of work done by someone else, in the form of an e-mail, an e-mail attachment file, a diskette, or a hard copy. Should copying occur, both the student who copied work from another student and the student who gave material to be copied will both automatically receive a zero for the assignment. Penalty for violation of this Policy can also be extended to include failure of the course and University disciplinary action.
14.3  During examinations, you must do your own work. Talking or discussion is not permitted during the examinations, nor may you compare papers, copy from others, or collaborate in any way. Any collaborative behavior during the examinations will result in failure of the exam, and may lead to failure of the course and University disciplinary action.
The author of the programme is Mark Kelbert.
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