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1. Teachers

Author, Lecturer, Tutor: Ilya A. Makarov, National Research University Higher School of Economics, Department of Data Analysis and Artificial Intelligence, Deputy Head, senior ecturer

2. Scope of Use
The present program establishes minimum demands of students’ knowledge and skills, and determines content of the course.

The present syllabus is aimed at department teaching the course, their teaching assistants, and students of the Master of Science program 37.04.01.68 «Cognitive sciences and technologies: from neuron to cognition».
This syllabus meets the standards required by:

· Educational standards of National Research University Higher School of Economics;

· Educational program «Psychology» of Federal Master’s Degree Program 37.04.01.68, 2011;

· University curriculum of the Master’s program in psychology (37.04.01.68) for 2015.
3. Summary

Adaptation course “Linear Algebra” (in English) covers basic definitions and methods of linear algebra. This course, together with the two other mathematical courses, provides sufficient condition for students to be ready participate in quantitative and computational modeling at the Master’s program 37.04.01.68 «Cognitive sciences and technologies: from neuron to cognition». Students study the theory of matrices and linear operators, bases and vector spaces, orthogonal and symmetric linear operators, eigenvalues and factorizations of linear operators; learn how to solve linear optimization and approximation problems with least-squares solution, solve systems of linear equations; apply their knowledge to psychological problems and their formalization in terms of computational methods.
4. Learning Objectives
Learning objectives of the course «Linear Algebra» are to familiarize students with the subject of mathematics, its foundation and connections to the other branches of knowledge:
• Linear systems and matrices;

• Determinants and volumes;
            • Vector spaces and bases;

• Scalar product and norm. Distance and angle as derivatives from scalar product;
• Orthogonal and symmetric linear operators;
• The intersection of linear algebra, calculus, and psychology.
5. Learning outcomes

After completing the study of the discipline «Linear Algebra», the student should: 
• Know basic notions and definitions in linear algebra, and its connections with other sciences.

• Know main operations, rules and properties of matrices, determinants, vectors, and 
 
  operators’ matrices in different bases.
• Be able to construct linear model for common task of data analysis, and present methods to 
  solve it.

• Be able to translate a real-world problem into mathematical terms.
• Be able to understand and interpret specific linear operators and use them in optimization 
• Possess main definitions of linear algebra; build logical statements, involving linear

  algebra notions and objects.

• Possess techniques of proving theorems and thinking out counter-examples.
• Learn to develop complex mathematical reasoning.
After completing the study of the discipline «Linear algebra» the student should have the following competences:
	Competence 
	Code
	Code (UC)
	Descriptors (indicators of achievement of the result)
	Educative forms and methods aimed at generation and development of the competence

	The ability to reflect developed methods of activity.
	SC-1
	SC-М1
	The student is able to reflect developed mathematical methods to psychological fields and problems.
	Lectures and Classes, group discussions, paper reviews.



	The ability to propose a model to invent and test methods and tools of professional activity
	SC-2
	SC-М2
	The student is able to improve and develop research methods of linear optimization, approximation and computational problem solvation.


	Classes, home works.

	Capability of development of new research methods, change of scientific and industrial profile of self-activities
	SC-3
	SC-М3
	The student obtain necessary knowledge in linear algebra, which is sufficient to develop new methods on other sciences
	Home tasks, paper reviews,
linear approximation methods, combined with calculus data

	The ability to describe problems and situations of professional activity in terms of humanitarian, economic and social sciences to solve problems which occur across sciences, in allied professional fields.
	PC-5
	IC-M5.3_5.4_5.6_2.4.1
	The student is able to describe psychological problems in terms of computational mathematics.
	Lectures and tutorials, group discussions, presentations, paper reviews.

Understanding of orthogonalization, least-squares method, linear approximation  and basis notions and their usage in real-life problems

	The ability to detect, transmit common goals in the professional and social activities
	PC-8
	SPC-M3
	The student is able to identify mathematical aspect in psychological researches; evaluate correctness of the used methods, and their applicability in each current situation
	Discussion  of paper reviews; cross discipline lectures



6. Place of the discipline in the Master’s program structure
The course «Linear Algebra» is an adaptation course taught in the first year of the Master’s program «Cognitive sciences and technologies». It is recommended for all students of the Master’s program who do not have fundamental knowledge in advanced mathematics at their previous bachelor/specialist program.

Prerequisites

The course is based on basic knowledge in school mathematics, school algebra and geometry. No special knowledge is required, but all students are advised to prepare for studying mathematical discipline, even if they had previous education only with humanitarian profile.
The following knowledge and competence are needed to study the discipline:

· A good command of the English language.
· A basic knowledge in mathematics.
Main competences developed after completing the study this discipline can be used to learn the following disciplines:

· Computational modelling.

· Qualitative and quantitative methods in psychology. 
· Digital signal processing.

· Probability theory and mathematical statistics.


Comparison with the other courses at HSE

One can only find the course

http://www.hse.ru/data/2013/09/13/1275142324/LINEARALGEBRA.docx
at
 www.hse.ru/edu/courses 
educational portal.


The main differences between ICEF course and this discipline are the following aspects:

· ICEF course is bachelor basis course for sophomore students, providing wide range of knowledge for economists with strong mathematical background. We adapted this master course for students with possible humanitarian background. All in all, it is simpler, but more practically oriented. 

· Our course is made in close contact with colleagues from the Department of Psychology, who gave us ideas, examples and methods to connect “Linear Algebra” with their experience in computational psychology.


There are a lot of “Linear Algebra” courses in the world, as it lies in foundation of many applied methods for functional and data analysis, and linear and matrix approximation is the simplest method to construct linear model and solve it. The methods of linear algebra are used in calculus, differential calculus, optimization, differential geometry, etc. 


This course is devoted to matrices, linear algebra, and their applications. For many students the tools of matrix and linear algebra will be as fundamental in their professional work as the tools of calculus. One way to do so is to show how concepts of matrix and linear algebra make concrete problems work. Adaptation mathematical courses and computational modeling have an important role in an introductory to mathematics in psychology. Statistic methods, which sufficiently extend methods of data analysis, will be learned further at the Master program. 

We took “An Introduction to the Linear Algebra” by K. Kuttler to provide both theoretical and practical support for the course. We also use “Matrix Analysis and Applied Linear Algebra” by Carl D. Meyer to cover vast variety of exercises on matrices and their applications.
7. Schedule
One pair consists of 1 academic hour for lecture and 1 academic hour for classes after lecture.
	№
	Topic
	Total hours
	Contact hours
	Self-study

	
	
	
	Lectures
	Seminars
	

	1. 
	Solving Ax = b for Linear Systems by Gaussian and Jordan Elimination. 
	
	2
	2
	4

	2. 
	Linear Independence, Basis, Rank and Dimension
	
	2
	2
	8

	3. 
	Complete Solution to Ax = b. Inverse Matrix
	
	1
	1
	8

	4. 
	Linear Operators. Matrix Algebra and Matrices of Linear Transformations
	
	2
	2
	8

	5. 
	Finding Basis of Kernel Subspace and Range of Linear Operator 
	
	2
	2
	4

	6. 
	Determinant and its Properties. Geometric properties
	
	2
	2
	8

	7. 
	Euclidian Spaces. Scalar Product. Orthogonalization by Gram-Schmidt 
	
	2
	2
	4

	8. 
	Least-Squares Solutions
	
	1
	1
	4

	9. 
	Matrix Decompositions
	
	1
	1
	4

	10. 
	Complex Numbers
	
	1
	1
	4

	11. 
	Eigenvalues and eigenvectors
	
	2
	2
	8

	12. 
	Quadratic Forms. Positive definite matrices.
	
	1
	1
	5

	13. 
	Estimations of Eigenvalues and Iterative Methods
	
	1
	1
	5

	Total:
	114
	20
	20
	74


8. Requirements and Grading
	Type of grading
	Type of work
	Characteristics

	
	
	1
	

	
	Test
	1
	Enter test

	
	Homework
	1
	Solving homework tasks and examples.

	
	Special homework - paper review
	
	Description of mathematical methods applied in psychological research paper

	
	Exam
	
	Oral exam. Preparation time – 120 min.

	Final
	
	
	


9.  Assessment

The assessment consists of classwork and homework, assigned after each lecture. Students have to demonstrate their knowledge in each lecture topic concerning both theoretical facts, and practical tasks’ solving. All tasks are connected through the discipline and have increasing complexity.
Final assessment is the final exam. Students have to demonstrate knowledge of theory facts, but the most of tasks would evaluate their ability to solve practical examples, present straight operation, and recognition skills to solve them.
The grade formula:

The exam will consist of 5 problems, giving two marks each
Final course mark is obtained from the following formula:
Оfinal = 0,6*О cumulative+0,4*Оexam.
The grades are rounded in favour of examiner/lecturer with respect to regularity of class and home works. All grades, having a fractional part greater than 0.5, are rounded up.
Table of Grade Accordance
	Ten-point
Grading Scale
	Five-point
Grading Scale

	

	1 - very bad
2 – bad
3 – no pass


	Unsatisfactory - 2
	FAIL

	4 – pass
5 – highly pass


	Satisfactory – 3
	PASS

	6 – good

7 – very good


	Good – 4
	

	8 – almost excellent
9 – excellent
10 – perfect


	Excellent – 5
	


10. Course Description
The following list describes main mathematical definitions, properties and objects, which will be considered in the course in correspondence with lecture order.
Topic 1. Solving Ax = b for Linear Systems by Gaussian and Jordan Elimination. 
Content: 

The system of linear equations. Gaussian elimination in matrix notation (row reduction).

Gauss method for simple and extended matrix. Solving Ax = b  by Gaussian and Jordan 
elimination.

Further guidance:

   The geometry of linear equations (2 and 3 variables). Examples of Gaussian elimination. 


Pivots, multipliers, back substitution.
Topic 2. Linear Independence, Basis, Rank and Dimension
Content: 

Linear independence. Basis. Rank. Dimension.

Further guidance:

   Examples of Vector Spaces and their Characteristics.
Topic 3. Complete solution to Ax = b. Inverse Matrix.
Content: 

Complete solution to Ax = b.

Solution of linear homogeneous system and a partial solution.
Inverse Matrix.

Further guidance:

   Vector spaces and subspaces. Solving Ax = b and Ax = 0.
Topic 4. Linear Operators. Matrix Algebra and Matrices of Linear Transformations 
Content: 

Linear operator. Difference between matrix and operator. Matrix Algebra. Matrices of linear 
operator in different bases.

Further guidance:

   Stretching, rotation, reflection, projection, differentiation operator, integration operator.
Topic 5. Finding Basis of Kernel Subspace and Range of Linear Operator
Content: 

Interpretation of the Tasks as a solution of a system of linear equations.

The scalar product.
Space with norm  generated by the scalar product.
Angle and length as functions of scalar product.

Further guidance:

Linear Transformations.

Inner product. Orthogonal vectors and subspaces. Fundamental theorem of orthogonality. 
Topic 6. Determinant and its Properties. Geometric properties
Content: 

Properties of determinants. Additivity, homogenous properties, determinant and rank of 
matrices’ product. Determinant for transponent and inverse matrix. Recurrent calculation 
from definition. Volume.

Further guidance:

   Applications to inv(A) and volume. Formula for pivots. The cofactor formula and the sum 

over all permutations.
Topic 7. Euclidian Spaces. Scalar Product. Orthogonalization by Gram-Schmidt 
Content: 

Euclidian Space. Orthogonalization by Gram-Schmidt. Case of dependent vectors.

Parallel orthogonalization. 

Further guidance:

   Orthonormal matrices. The Gram-Schmidt process. Factorization into A = QR.
Topic 8. Least-squares solutions
Content: 

Least-square methods. Projection. Optimization problems and second order matrix for 
function’s approximation.

Further guidance:

   Cosines and projections onto lines. Inner products and cosines. Shwarz inequality. Closest 

line by understanding projections. Squared error. One variable case. Least-squares problems 

with several variables. Projection matrices. Least-squares fitting of data.
Topic 9. Matrix Decompositions
Content: 

LU and QR Matrix Decompositions.
Further guidance:

   Solutions of SLU with fuzzy (unstable) elements.
Topic 10. Complex numbers
Content: 

Complex numbers. Direct definitions and field extensions of degree 2. Arithmetic properties 
and calculations. Power of complex number. The second general theorem of arithmetic (on 
completeness and closeness of complex 
numbers field).

Further guidance:

   Cartesian Form. Complex Exponent.
Topic 11. Eigenvalues and eigenvectors
Content: 

The characteristic polynomial. Eigenvalues. Eigenvectors. Basis of eigenvectors.

Further guidance:
Diagonalizing a matrix. Minimal and annulation polynomial.

Topic 12. Quadratic Forms. Positive definite matrices.
Content: 

Quadratic and bilinear forms. Canonical type. Sylvester criteria.

Further guidance:

   Surfaces, minima, maxima, and saddle points. Tests for positive definiteness.
Topic 13. Estimations of Eigenvalues and Iterative Methods
Content: 

Iterative Methods of solving SLU. Stability.

Generalizing lecture. 

11.  Term Educational Technology
The following educational technologies are used in the study process:
· discussion and analysis of the results of the home task in the group;
· individual education methods, which depend on the progress of each student;
· analysis of skills to formulate common problem in terms of mathematics and solve it; 
12.  Recommendations for course lecturer
Course lecturer is advised to use interactive learning methods, which allow participation of the majority of students, such as slide presentations, combined with writing materials on board, and usage of interdisciplinary papers to present connections between mathematics and psychology.
The course is intended to be adaptive, but it is normal to differentiate tasks in a group if necessary, and direct fast learners to solve more complicated tasks. 
13. Recommendations for students

The course is interactive. Lectures are combined with classes. Students are invited to ask questions and actively participate in group discussions. There will be special office hours for students, which would like to get more precise understanding of each topic. Teaching assistant will also help you. All tutors are ready to answer your questions online by official e-mails that you can find in the “contacts” section.
14. Final exam questions
1. The system of linear equations.

2. Solving Ax = b for square systems by Gaussian elimination.
3. The geometry of linear equations (2 and 3 variables). 
4. Gaussian elimination in matrix notation (row reduction). Gauss method for simple and extended matrix.
5. Factorization into A = LU. 


6. Permutation matrices.  
7. Inverses of matrices.
8. Solution of linear homogeneous system and a partial solution.
9. Complete solution to Ax = b.
10. Vector spaces and subspaces. Solving Ax = b and Ax = 0. 
11. Linear independence. 
12. Basis and dimension.
13. Different bases. Transformation matrix.

14. Rank of a matrix. 
15. Linear operator. Difference between matrix and operator.
16. Matrices of linear operator in different bases.
17. Stretching, rotation, reflection, projection. 
18. Differentiation operator, integration operator.
19. Scalar product.
20. Space with norm  generated by the scalar product.
21. Angle and length as functions of scalar product.
22. Inner product. Orthogonal vectors and subspaces. Fundamental theorem of orthogonality.
23. Projection. Optimization problems and second order matrix for function  approximation.
24. Shwarz inequality. Closest line by understanding projections. Squared error. 
25. Least-squares problems.

26. Orthogonalization by Gram-Schmidt.

27. Orthonormal matrices. 
28. Factorization into A = QR.
29. Properties of determinants. Determinant for transponent and inverse matrix.
30. Applications to inv(A) and volume. The cofactor formula.
31. Recurrent calculation of determinant and row factorization.
32. Complex numbers. Cartesian form. Complex exponent.

33.  The second general theorem of arithmetic.

34. Characteristic polynomial. Eigenvalues. 

35. Minimal and annulation polynomial.
36. Eigenvectors. Basis of eigenvectors.
37. Diagonalizing a matrix.
38. Quadratic and bilinear forms.
39. Canonical type. Sylvester criteria.
40. Functional operator. Functional space. Dimension of linear functional space. 
15.  Reading and Materials
The adaptation course is intended to fill the gaps in basic knowledge of calculus and mathematical analysis, so we only focus on one book, which is required for study at lectures and classes. However, we present list of recommended literature as well. These books might be useful for students as they provide additional exercises and yet another approach to calculus. 
15.1. Required Reading


Kuttler, K. (2003). An Introduction to Linear Algebra.


Meyer, C.D. (2000). Matrix Analysis & Applied Linear Algebra.

15.2. Recommended Reading
Shores, T.S. (2000, 2007). Applied linear algebra and matrix analysis, Springer.
Demmel, J.W. (1997). Applied Numerical Linear Algebra, SIAM.
Lipschutz, S. (1991). Schaum's outline of theory and problems of linear algebra, 2nd edition, 
McGraw-Hill


Strang, G. (2009). Introduction to Linear Algebra, 4th edition, Wellesley-Cambridge Press.
15.3. List of papers for review

Currently in work with lecturers from Psychology department.
15.4. Course telemaintenance
All material of the discipline are posted in informational educational site at NRU HSE portal www.hse.ru . Students are provided with links on psychological papers, tests, electronic books, articles, etc.

16. Equipment
The course requires a laptop, projector, and acoustic systems.
The syllabus authors: Dmitry A. Frolenkov, Ilya A. Makarov.
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