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1. New services based on open data/Новые сервисы на основе открытых данных
Abstract: There should be presented new service based on open data concept, it should be described and analyzed with possible implementation (i.e. as mobile application). Literature review should show current existend solutions not just in Russia but all around the world. New services should not only utilize open data, but use open data as one part of the data source for the service.

Supervisor: Mikhail M. Komarov

2.  D2D-communications business models/Бизнес-модели D2D

Abstract: Device to Device communications should be analyzed and new approaches in terms of the business models should be proposed within this topic. There should be description of the communication technologies which are going to be used, storage of the data approach and description of the added value of the business model together with A.Osterwalder business model canvas description.

Supervisor: Mikhail M. Komarov
3. New generation networks QoS for users /Качество представления услуг для пользователей в сетях нового поколения
Abstract: Technologies for data transmission should be analyzed together with different approaches to measure quality of service for the end-users of the services which are provided through those networks. Positive and negative effects should be considered at the end for business-processe with the use of those technologies and dependancy of the proposed QoS metrics and business.

Supervisor: Mikhail M. Komarov

4. Decentralized systems and analytical services/ Децентрализованные системы и аналитические сервисы
Abstract: Decentralized approach should be presented and particular cases should be analyzed in terms of Big Data different types of data being key part of the business model. For instance, there might be analysis of the audio-services (like audio-chats, sharing music) as the crowd-services where obviously will be Big Data approach; or video (or pictures) sharing service - like live-streaming as a key point of the service and business.

Supervisor: Mikhail M. Komarov
5. New nano-services and big data/ Новые сервисы нано-уровня и большие данные  
Abstract: Recent advancements in nano-technologies should be presented together with the analysis of the different levels of services in traditional business. Within this topic approaches to store the data, processing algorithms etc. can be analyzed and being core points of the thesis.

Supervisor: Mikhail M. Komarov
6. Personal Data Protection during Big Data time depending on the context 

Abstract: Main goal of the project is to analyze and review existent approaches of personal data protection and define strategy to protect personal data depending on different types of context.

Main tasks:

1)    Review of existent approaches.

During this stage partners will overview existent approaches of personal data protection while working with Big Data.

2)    Review of existent and future contexts.

3)    During this stage partners will overview existent contexts and possible future context which will influence on personal data protection techniques.

4)    Development of the approach to protect data depending on different types of context.

During this stage partners will develop joint approach to protect personal data with dependency on the context using different anonymization techniques.

5)    Development of analytical questionnaire for further analysis.

During this stage partners will develop a questionnaire for survey which further will be implemented and analysis techniques which should be used to analyze the feedback from the companies on the proposed approach of personal data protection.

6)    Implementing survey among French companies working with personal data.

During this stage questionnaire will be sent to the companies and their responses will be analyzed.

7)    Conclusions and open issues. 
During this stage partners will conclude the results of the project and describe open issues for further research.

As a main outcome from the project, there will be proposed approach of personal data protection depending on the context while working with Big Data with the responses from the industry.

Further, results of the project will be presented at the Internet Governance Forum (UN) as the personal data protection topic is extremely important while companies implementing data mining techniques and working with Big Data, where most of the data are acquired from the people.

Supervisor: Mikhail M. Komarov

7. Strategic use and applications of big data technologies in higher education: the potential for big data to enhance the higher education sector in Russia  

Abstract: The availability of big data sets has stimulated the applications of big data technologies in higher education. Different issues in higher education could be solved in a more effective way due to big data technologies application. In the framework of this topic, the relevant examples of big data technologies application in higher education could be analyzed. As well as the challenges and difficulties that national higher education systems and particular universities face while applying the big data technologies. It could also cover the advantages and specificity of big data technologies application for different groups of users (students, academic and administrative staff). 
Russian higher education is actively developing and leading universities are applying new technologies that permit to increase the quality of education and the effectiveness of university’s activities. Big data application is not a common practice for Russian universities. The results of foreign research approve that the application of big data technologies could enhance the higher education. In the framework of the topic it’s proposed to study the practices of different universities and national education systems of big data technologies application and formulate the proposal on how these practices could be used to enhance the higher education sector in Russia.
References:
1. Daniel B. (2015) Big Data and analytics in higher education: Opportunities and challenges // British Journal of Educational Technology, 46 (5), 904-920. 

2. Ellaway R.H., Pusic M.V., Galbraith R.M., Cameron T. (2014) Developing the role of big data and analytics in health professional education // Medical Teacher, 36 (3), 216-222. 

3. Johnson J. A. (2014) The Ethics of Big Data in Higher Education // International Review of Information Ethics, 07. 

4. Krishnaveni S., Satheesh A., Kannan E. (2015) Review of big data on student information for finding the uncertainty in higher education enrollment // International Journal of Grid and High Performance Computing, 7 (4), 21-32. 

5. Picciano, A.G. (2012) The evolution of big data and learning analytics in American higher education // Journal of Asynchronous Learning Network, 16 (3), 9-20. 

6. Sang Q. (2013) Application of Big Data in Higher Education // Journal of Nantong Textile Vocational Technology College, 02.

7. Tulasi B. (2013) Significance of Big Data and Analytics in Higher Education //International Journal of Computer Applications, 68(14), 23–25.

Supervisor: Alisa V. Melikyan

8. Ethics of big data 

Abstract: In this work a student is expected to analyze ethical issues during Big Data collection, analysis and application which vary in different countries depending on legal aspects and information privacy of individuals. Student is expected to perform a sociological survey and update the integrated ethical framework of Big Data implementation that unites ethical issues related to Big Data application. This would be a continuation of a Master thesis defended in 2016 by Larisa Giber (Voronova). 

References:

1. Voronova, Larisa, and Nikolai Kazantsev. "The ethics of big data: analytical survey." 2015 IEEE 17th Conference on Business Informatics. Vol. 2. IEEE, 2015.
2. http://www.tandfonline.com/doi/abs/10.1080/1369118X.2012.678878 
3. http://www.ils.albany.edu/wordpress/wp-content/uploads/2016/01/Six-provocations-for-Big-Data1.pdf 
4. http://heinonline.org/HOL/LandingPage?handle=hein.journals/wflr49&div=16&id=&page =
5. https://books.google.ru/books?hl=ru&lr=&id=SG5F3vxBRu4C&oi=fnd&pg=PT1&dq=Ethics+of+big+data&ots=2sdM3eJ8WG&sig=AvRY8WL3UHqY9GgVYG3fOkCbhHY&redir_esc=y#v=onepage&q=Ethics%20of%20big%20data&f=false 

Supervisor: Nikolay S. Kazantsev

9. Creation of cloud business architecture model 

Abstract:  Application of cloud computing is still one of the challenging topics while planning busines and architectures. Should a corporate cloud be private, public or hybrid, which services should be outsources and which kept in-house? Many aspects need to be considered inc. those specific for an industry. In this work a student is expected to analyse an IT strategy of a company one is working for, looking for the reasoning that affects cloud computing decisions. As a final artifact, a student is expected to create a flexible business model that applies cloud computing in a way it mostly satisfy business requirements.

This is a hands-on topic that requires knowledge in BPM, EA and SOA. As a modelling language UMS, ARIS notations or S-BPM would be preferred.

References:

1. Gromoff, Alexander, et al. "Newer approach to create flexible business architecture of modern enterprise." Global Journal of Flexible Systems Management 13.4 (2012): 207-215.
2. Gromoff, Alexander, et al. "Business transformation based on cloud services."Services Computing (SCC), 2014 IEEE International Conference on. IEEE, 2014.
3. Konovalov, Nikita, Nikolay Kazantsev, and Larisa Voronova. "Measuring Cloud Services in Service-Oriented Enterprise Architecture of a Russian Bank." Proceedings of the 2015 IEEE 19th International Enterprise Distributed Object Computing Workshop. IEEE Computer Society, 2015.
4. Konovalov, Nikita, and Nikolay Kazantsev. "Shaping Decision-Making on Cloud Services Application in Business Processes." Future Internet of Things and Cloud (FiCloud), 2016 IEEE 4th International Conference on. IEEE, 2016.
5. http://ieeexplore.ieee.org/document/5429058/ 

6. http://dl.acm.org/citation.cfm?id=1869722 
7. http://ieeexplore.ieee.org/document/5175875/ 

8. http://www.sciencedirect.com/science/article/pii/S0167923612001595 
Supervisor: Nikolay S. Kazantsev

10. Subject oriented approach to business process modelling and big data

Abstract: Subject-oriented business process management  (S-BPM) refers to a formal notation system for describing and executing business processes. In this system, the focus is on the subject or individual actor. S-BPM differs from other modeling languages in its low number of modeling symbols and close approximation of natural language—and therefore its similarity to the way people generally gather information, think and communicate. With this focus on the subject, actors can model their processes from a first-person perspective and experience them immediately. Because S-BPM processes can be executed immediately after modeling.

In this work a student is expected to find intersections between topics of S-BPM and Big Data. Would processing Big Data influence models built around employees and customers ? Student is expected to draw a set of S-BPM models for the cases of Big Data application in several industries. 

References:

1. Fleischmann, Albert, et al. Subject-oriented business process management. Springer Publishing Company, Incorporated, 2014.
2. https://www.metasonic.de/en/s-bpm
3. Schiefer, Josef, et al. "Process information factory: a data management approach for enhancing business process intelligence." e-Commerce Technology, 2004. CEC 2004. Proceedings. IEEE International Conference on. IEEE, 2004.
4. Fleischmann, Albert, et al. "Subject-oriented modeling and execution of multi-agent business processes." Proceedings of the 2013 IEEE/WIC/ACM International Joint Conferences on Web Intelligence (WI) and Intelligent Agent Technologies (IAT)-Volume 02. IEEE Computer Society, 2013.

Supervisor: Nikolay S. Kazantsev

11. Adaptation of best practices of Internet of Things and Industry 4.0 

Abstract: The ideas that stand behind of Internet of Things are getting adopted in many industries, including various types of manufacturing. The concept of transparent, flexible and customised Smart manufacturing realised in Industry 4.0 concept would be in a center of attention for a student. He/she will need to analyse the application of this concept from academia and industry reports, look through success factors and draw a plan for transformation to Industry 4.0 for an average assembly plant. The aspect of big data processing (historical and customer experience) is recommended to be considered.

References:

1. Komarov, Mikhail, Nikita Konovalov, and Nikolay Kazantsev. "How Internet of Things Influences Human Behavior Building Social Web of Services via Agent-Based Approach." Foundations of Computing and Decision Sciences41.3 (2016): 197-210. 
2. https://books.google.ru/books?hl=ru&lr=&id=rHYGZ0wxLP0C&oi=fnd&pg=PR1&dq=Internet+of+Things+and+Industry+4.0&ots=NXJqoWrwHs&sig=GSlh0Qby1mTNv7cQTiRGEo8nbkU&redir_esc=y#v=onepage&q=Internet%20of%20Things%20and%20Industry%204.0&f=false
3. http://ieeexplore.ieee.org/document/7058728/ 

Supervisor: Nikolay S. Kazantsev

12. Color Clustering and Image recognition in big data processing systems

Abstract: Research is expected to update and improve an existing app for face -tracking and recognizing . Detecting and recognizing human faces automatically in digital images strongly enhance content-based video indexing systems, that operate on larger and larger data sets.  In some applications, biometrics can replace or supplement the existing technology. It could be also used in mobile apps (resent example - MSQD). The existing connection with experienced mentors may boost this Master topic as a real start-up company,

Technologies used: QT language (or similar), SMM and entrepreneurship skills  

References:

1. Biometric Recognition: Security and Privacy Concerns. IEEE SECURITY & PRIVACY. URL: https://www.researchgate.net/profile/S_Pankanti/publication/3437477_Biometric_recognition_Security_and_privacy_concerns/links/0912f50ecd7b5b5e29000000.pdf
2. Daozheng Lu. Image recognition audience measurement system and method. URL: https://www.google.com/patents/US4858000
3. Garcia C., Tziritas G. Face detection using quantized skin color regions merging and wavelet packet analysis. URL: http://ieeexplore.ieee.org/document/784465/authors
Supervisor: Nikolay S. Kazantsev

13. Analysis of complex system development based on fuzzy – cognitive mapping 
Abstract: For decision making on governance of complex socio- economic system, the key roles play a problem situation structuring and the finding-out significant factors of external environments of system. This process mostly depends on expert experience and available information analysis. If we can represent the system by formal model, the process of observing, analyzing of system development and problem identification can be considered as a systematic activity for monitoring of significant changes in external and internal environment, for observing of expert forecasts and analysis of their actuality based on monitoring of factor changes. Based on such systematically activity the strategy correction in holistic control cycle (goal-setting based on external environment prediction, analysis of existing system sate and finding-out a trajectory of strategy goals achievements, planning direction of tactic activities, implementation of plan and feed-back analysis for further strategic step) can be done depend on monitoring of significance changes in terms of influence on strategic goals achievements. With modern tools It seems to construct a supporting system that almost automatically clarify knowledge about problem, recommend significant variables. With processes automation and information development of society we got to big data set, produced by enterprise information system, internet. However the problem of lack information has not been solved. We got another problem with skewness in data, with unintegrated data and with quality of data.

Despite on rapidly growth of data volume describing system and processes and technological and analytical tools for its analysis, the problems of informayion environment have not lost their relevance and just have been transformed. Situations of application of the given approach are related to ill-structured  due to one of listed reasons:  
· Lack of information and understanding about significant factors.  
· Inhomogeneity of information about a situation connected with differences in quality and quantity of information about situation hampering the application of typical statistical methods of analysis for reveal factors determining situation. (for instance, political, economic, technological and so on).

· The large number of information sources and large stream of information from each source. The typical bid data tools applied for a situation monitoring allow to reveal thousands factors and interconnections between them out of millions but only part of them could use to analysis and simulation of a situation development.  
In case of a new situation experts are main source of knowledge about influencing factors and structure of them interrelations. Big data tools could help to connect a situation model developing from casual beliefs of situation experts with variety of data sources characterizing the changing of factors specified by experts System for support of monitoring and analysis of such situations includes: 

· module of formation of an expert network, chatbots system for the extraction of factors and relationships and collecting relevant factors; 

· module for search information sources with estimation their relevance to a situation; 

· module of intelligent agents for search of information about factors( subjects, events, newsbreaks), for interrelations extraction and the followed evaluation of level of factors change; 

· module of knowledge visualization about a situation in the form of dashboards, including the visualization of the structure, dynamics of the significant factors and the forecast.

Cognitive modeling module allows optimizing the control action on a number of factors on the basis of the inverse problem solution on the cognitive box. The inverse problem solution allows to quickly picking a set of control actions on the problem situation, which will ensure optimal achievement of the set goals. 

References:

1. Avdeeva Z., Kovriga S. (2008). Cognitive Approach in Simulation and Control. Proceedings of the 17th IFAC World Congress, Seoul, Korea, July 6-11, pp. 1613- 1620. 

2. Avdeeva Z., Kovriga S. Diagnosing of The Problematic Situation in Manufacturing System Development Based-On-Cognitive Map // Manufacturing Modelling, Management, and Control. 2013. Vol. 7, P.1. P. 964-968.

3. Gubanov, D., Korgin, N., Novikov, D., Raikov, A. (2014). E-Expertise: Modern Collective Intelligence, Springer. Series: Studies in Computational Intelligence, Vol. 558, XVIII, 112 p. 

4. Kahraman, Cengiz et al. (2008) Fuzzy Multi-Criteria Decision Making -Springer. Pp.380 

5. Komarov M. M., Avdeeva Z. Customer experience management for smart commerce based on cognitive maps // Annals of Data Science. 2016

Supervisor: Zinaida K. Avdeeva

14. Smart education environment 

Abstract: In order to develop custom approach in education in an modern education environment (EE), including off-line information sources of an university campus and valuable addition sources from internet, it is necessary to set several modules (stages) for composition of most optimal model of education for each student. In the first stage of interaction with digital educational platform, it would be most appropriate to conduct criterion-oriented test, which would not only determine cultural-cognitive profile, but also collect information about other basic characteristics, such as: motivation, educational background, informational and communication technology skills, professional interests. However, it is necessary to take into consideration the possible dynamic nature of before mentioned variables. It would be rational to retest an individual periodically, and make corrections to the selected education course and form of educational environment by monitoring and including information, knowledge, case studies from different on-line sources [2]. 

The smart learning system for support dynamic personal educational pathway in an modern EE should include adaptation functions [1]: 

1) The functions for supporting student learning process in active electronic educational  environment

· The mapping of personal study pathway including to support of the different level of   selection (several functions);

· Planning of the educational process according to the choice;

· Execution and control of the strategy. 

2) The functions of interactive support of tutor’s work

· Tools for detection and construction of systematic linkages between courses and competencies

· Tools for monitoring space of the course that is manifested as a relation between actual knowledge and the results of didactic processing of such knowledge for a certain specialty, which are synchronized with the applied aspect (practical utility).

      3) The functions of interactive support based on several i-agents.  In such case, electronic environment is built on some repository of all teaching materials or virtual links to them in the system of curriculum’s courses. Therefore, the necessary functionality of such information-analytical system based-on-i-agents for the dynamic formation of EEE will contain the following:  search, surfing, recommendations, and navigation. 

     4) As for other users of the system, apart from the direct users of EEE who support the learning process, it is worth noting the possibility of participation of methodists and professional associations (or, in other words, "consumers" of graduates), which can enter new market position in the system, using "language" of competencies or to find the closest set of courses for optimal specialization or even correction of existing courses.

References:

1. Avdeeva Z., Taratuhina Y. V., Omarova N. O.  Smart Educational Environment as a Platform for Individualized Learning Adjusted to Student's Cultural-Cognitive Profile, in: Smart Education and Smart e-learning. Switzerland : Springer International Publishing, 2015. P. 219-231.

2. Conati, C. (2009). Intelligent Tutoring Systems: New Challenges and Directions. Proceedings of the 21st International Joint Conference on Artificial Intelligence, Pasadena, California, pp. 2-7

3. Smart Education and Smart e-learning. Switzerland : Springer International Publishing, 2015. P. 570.

4. B. Kopp, M. Matteuccib

E-tutorial support for collaborative online learning: An explorative study on experienced and inexperienced e-tutors//Computer &Education, 58 (2012), pp. 12–20
Supervisor: Zinaida K. Avdeeva

15. Using text mining techniques for Twitter data based network analysis.

Abstract: Text mining, also referred to as text data mining, roughly equivalent to text analytics, refers to the process of deriving high-quality information from text. High-quality information is typically derived through the devising of patterns and trends through means such as statistical pattern learning. Text mining usually involves the process of structuring the input text (usually parsing, along with the addition of some derived linguistic features and the removal of others, and subsequent insertion into a database), deriving patterns within the structured data, and finally evaluation and interpretation of the output. 'High quality' in text mining usually refers to some combination of relevance, novelty, and interestingness. Typical text mining tasks include text categorization, text clustering, concept/entity extraction, production of granular taxonomies, sentiment analysis, document summarization, and entity relation modeling (i.e., learning relations between named entities).

Text analysis involves information retrieval, lexical analysis to study word frequency distributions, pattern recognition, tagging/annotation, information extraction, data mining techniques including link and association analysis, visualization, and predictive analytics. The overarching goal is, essentially, to turn text into data for analysis, via application of natural language processing (NLP) and analytical methods. 

In common, the main goal of the research is estimation and analysis of structures of hidden social networks (in terms of data mining, now web-sites) in Twitter based on processing of raw social network data.
References: 

1. Erik Cambria; Robert Speer; Catherine Havasi; Amir Hussain (2010). "SenticNet: a Publicly Available Semantic Resource for Opinion Mining". Proceedings of AAAI CSK. pp. 14–18.
2. Nowcasting Events from the Social Web with Statistical Learning V Lampos, N Cristianini; ACM Transactions on Intelligent Systems and Technology (TIST) 3 (4), 72
3. Automatic discovery of patterns in media content, N Cristianini, Combinatorial Pattern Matching, 2-13, 2011
Supervisor: Nikolay V. Markov
16. Investigating Social Media Data Preparation for Preventive Network Failures

Abstract:  Mobile Network Operators (MNOs) are not able to proactively detect mobile network failures early enough due to silent failures. Moreover, subscribers often complain first on social media (Twitter) and with the rise of publicly available data combined with data analytics, business problems within the telecommunication industry can be solved. During this work, a text pre-process model for extracting and preparing twitter data related to German network-failure tweets has been established. Moreover, a prototypical implementation of the established model has been performed within the R environment. The model consists of 3 main activities: Twitter-Specific Cleansing, Text Pre-Processing, and Create Document-Term-Matrix. The input are raw tweets and the output is a matrix that can be instantly used for proactive mobile network failure detection via twitter. This has been proven by applying a classification algorithm where the classifier predicts 22 out of 43 tweets as network-failure relevant and 377 out of 426 as network-failure irrelevant. This text pre-processing model for German twitter data extraction and preparation can be used as basis when conducting further analysis on proactive mobile network failure detection via twitter. Therefore, an analyst can fully focus on classification model development and does not have to perform any data preparation operations. 
References: 

1. Andrews, N. O. & Fox, E. A., 2007. Recent Developments in Document Clustering, Blacksburg, VA: Department of Computer Science.

2. Fayyad, U., Piatetsky-Shapiro, G. & Smyth, P., 1996. From Data Mining to Knowledge Discovery in Databases. AI Magazine, pp. 37-54.

3. Feldman, R. & Sanger, J., 2007. The Text Mining Handbook: Advanced Approaches in Analyzing Unstructured Data. 1st Ed. ed. Cambridge: Cambridge University Press.

4. DPS Telecom, 2011. 3 Fatal Mistakes In Managing Alarms in Your Communications and Data Networks ... and How You Can Avoid Them, Fresno, CA: DPS Telecom.

5. Hornik, K., 2016. NLP: Natural Language Processing Infrastructure: R package version 0.1.9
Supervisor: Nikolay V. Markov
17. Prediction of Beneficiaries for the Social Insurance Companies and Further Influences

Abstract: The amount of data produced daily is exponentially growing ever since the beginning of the last decade and it is getting more and more. According to a study from EMC (2014) the data we create and copy every year will multiply itself by ten, reaching 44 Zettabytes in 2020 from 4.4. Zettabytes in the year 2013. The amount of data doubles every two years resulting in a vast amount until 2020 and beyond. Some factors for the massive growth of data are e.g. the use of electronical services – such as social media – resulting in a bigger digital footprint for each of us, the internet of things connecting different devices and sending data between machines without any human interaction, or the added number of sensors which produce data with a high volume and velocity.
The problem of this master thesis is that currently the social security institutions do not investigate how many beneficiaries will be there in the future. There are different and unknown factors which influence the number including seasonal fluctuations. Currently, they just use the historical data as there is not any predictive analysis implemented whereby it is not possible to make any data-driven decisions. There are several different methods for predictive analytics and the most appropriate one needs to be chosen. The model needs to be as understandable as possible so it is easy to communicate.
References: 

1. Armstrong, J.S. (Ed.) (2007), Principles of forecasting: A handbook for researchers and practitioners, International series in operations research & management science, Vol. 30, 7. print, Springer, New York.

2. Cochrane, J.H. (2005), “Time series for macroeconomics and finance”, Manuscript, University of Chicago.

3. Finlay, S. (2014), Predictive analytics, data mining and big data: Myths, misconceptions and methods, Palgrave Macmillan, Basingstoke, Hampshire, New York, NY.

Supervisor: Nikolay V. Markov
18. Using Neural Networks for Big Social Networks Exploring and Analysis

Abstract: In machine learning and cognitive science, an artificial neural network (ANN) is a network inspired by biological neural networks (the central nervous systems of animals, in particular the brain) which are used to estimate or approximate functions that can depend on a large number of inputs that are generally unknown.
Neural networks have been used increasingly in a variety of business applications, including forecasting and marketing research solutions. In some areas, such as fraud detection or risk assessment, they are the indisputable leaders. The major fields in which neural networks have found application are financial operations, enterprise planning, trading, business analytics and product maintenance. Neural networks also can be applied gainfully by social network researchers for pattern recognitions and clusterization. 

The main goal of a research is to develop effective tools of social network analysis and their implementation for a real applicable problem (finance, management and etc.)

References: 

1. Farley, B.G.; W.A. Clark (1954). "Simulation of Self-Organizing Systems by Digital Computer". IRE Transactions on Information Theory. 4(4): 76–84. 

2. Rumelhart, D.E; James McClelland (1986). Parallel Distributed Processing: Explorations in the Microstructure of Cognition. Cambridge: MIT Press.

3. Rosenblatt, F. (1958). "The Perceptron: A Probabilistic Model For Information Storage And Organization In The Brain". Psychological Review. 65 (6): 386–408.
Supervisor: Nikolay V. Markov
19. Data Pattern Segregation Using Big Data Techniques 

Abstract: Patterns are the key feature of data whether it’s structured or unstructured. There are lots of approaches to data pattern segregation including methods of machine learning. The terms pattern recognition, machine learning, data mining and knowledge discovery in databases (KDD) are hard to separate, as they largely overlap in their scope. Machine learning is the common term for supervised learning methods[dubious – discuss] and originates from artificial intelligence, whereas KDD and data mining have a larger focus on unsupervised methods and stronger connection to business use. Pattern recognition has its origins in engineering, and the term is popular in the context of computer vision: a leading computer vision conference is named Conference on Computer Vision and Pattern Recognition. In pattern recognition, there may be a higher interest to formalize, explain and visualize the pattern, while machine learning traditionally focuses on maximizing the recognition rates. Yet, all of these domains have evolved substantially from their roots in artificial intelligence, engineering and statistics, and they've become increasingly similar by integrating developments and ideas from each other.

During the research you will have to show the knowledge in the general concepts of data mining along with advanced methodologies and applications of pattern segregation, in-depth concepts, methods and applications of pattern discovery; explore methods for data-driven phrase mining and some interesting applications of pattern discovery. This research topic provides you the opportunity to show skills in scalable pattern discovery methods on massive transactional data, discuss pattern evaluation methods for mining diverse kinds of patterns, sequential patterns and sub-graph patterns.

References: 

1. Bishop, Christopher M. (2006). Pattern Recognition and Machine Learning. Springer. p. vii. Pattern recognition has its origins in engineering, whereas machine learning grew out of computer science. However, these activities can be viewed as two facets of the same field, and together they have undergone substantial development over the past ten years.

2. Carvalko, J.R., Preston K. (1972). "On Determining Optimum Simple Golay Marking Transforms for Binary Image Processing". IEEE Transactions on Computers. 21: 1430–33.

3. Iman Foroutan; Jack Sklansky (1987). "Feature Selection for Automatic Classification of Non-Gaussian Data". IEEE Transactions on Systems, Man and Cybernetics. 17 (2): 187–198.
Supervisor: Nikolay V. Markov

20. Ways to retain private data in world of Big Data

Abstract: The paper should consist of the following parts:

· Analysis of data leakage points for mobile, desktop and corporate clients

· Overview of technologies used to gather information about a global network user 

· Proposals on private data access – restricting solution for a desktop user with implementation as an example

References: 

1. https://epic.org/privacy/big-data/
2. http://www.isaca.org/Journal/archives/2014/Volume-3/Pages/Data-Privacy-and-Big-Data-Compliance-Issues-and-Considerations.aspx
3. https://brage.bibsys.no/xmlui/handle/11250/181827
Supervisor: Petr A. Baranov
21. Using fingerprinting technology to identify remote client of a Big Data system

Abstract: The paper should include the following:

· Concept of browser and device fingerprinting and its thorough description

· Proposals to enhance the existing technology

· Program (source code and compiled executable for Windows/Linux) implementation of proposed enhancements

References: 

1. https://nakedsecurity.sophos.com/2014/12/01/browser-fingerprints-the-invisible-cookies-you-cant-delete/
2. http://www.networkworld.com/article/2884026/security0/browser-fingerprints-and-why-they-are-so-hard-to-erase.html
3. http://www.ghacks.net/2013/08/01/how-to-modify-your-browsers-fingerprint-so-that-it-is-no-longer-unique/
Supervisor: Petr A. Baranov
22. Integrating data visualization and building information modeling
Abstract:[image: image1.png]


 Building information modeling (BIM) is revolutionizing the construction industry, enabling companies to stay innovative and competitive. At the heart of BIM is a CAD-driven, 3D design model that enables companies to visualize assets in three dimensions. This means that the model is no longer simply a design tool—it’s the master data source of an asset and the foundation for driving all business functions.

To help customers capitalize on the opportunities presented by BIM, researchers are working on integration projects where a BIM viewer is embedded in corporate applications (EAM, MRO, FSM, ERP, PPM, etc.) to enhance business agility.

The objective is to enable Corporate applications users to visualize and navigate assets in 3D, thereby promoting a much more joined-up and data-driven approach to asset design, construction, installation, and maintenance.

References: 

1. BIM & Visualization. Autodesk's white paper 
https://www.cansel.ca/images/About-us/White_Papers/autodesk_whitepaper-bim_and_visualization_whitepaper.pdf
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Supervisor: Petr B. Panfilov
23. Distributed game engine design for data visualization
Abstract: A game engine is the core software component of a computer or video game or other interactive application with real-time graphics (Wikipedia). With the advent of multiple cores within a processor the need to create a parallel game engine has become more and more important. The advantage of utilizing all the processors on a distributed system, whether CPU or GPU or FPGA, can give a much greater experience for the user. For example, by utilizing more CPU cores a game could increase the number of rigid body physics object for greater effects on screen, or developing smarter AI that gives it a more human like behavior.
The objective is to build the “Distributed Game Engine Framework” as a multi-threaded game engine that is designed to scale to as many processors as are available within a platform. It does this by executing different functional blocks in parallel so that it can utilize all available processors.

The engine also has a method for executing data synchronization in parallel in order to keep serial execution time at a minimum.
References: 

1. Designing the Framework of a Parallel Game Engine. Intel Developer Zone 
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3. Leo Martel, Susan Tu, Andy Moreland. Lila: A Cheating-Resistant Distributed Game Engine. December 2014. http://www.scs.stanford.edu/14au-cs244b/labs/projects/martel_tu_moreland.pdf
4. Xizhi Li, Qinming He. Frame rate control in distributed game engine - http://dl.ifip.org/db/conf/iwec/icec2005/LiH05.pdf
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Supervisor: Petr B. Panfilov
24. Design of procedures and tools for evaluating visualization techniques for specific (financial, scientific, industrial, corporate, etc.) application data
Abstract: To perform a valid assessment of a particular visualization technique, or to compare two or more techniques, it is important to identify the specific actions or tasks one wishes to accomplish with the assistance of visualization, such as identifying trends or detecting the presence of a known phenomenon. Then one need to define user characteristics, such as level of experience, that can affect the success of a visualization technique. Next we need to review the characteristics of data, and examine how these features bear on the process of effective visualization. Finally, a procedure for designing a benchmark process that would enable a person charged with comparing two or more visualization techniques to approach the problem in a methodical way should be designed and tested. The objective is to study and identify some of the components and procedures necessary to assess and compare the effectiveness of visualization techniques.
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25. Virtual and augmented reality technology application to data analytics
Abstract: Increasingly, corporations and governmental institutions have gained enhanced insights by applying analytics technology to their data collections. Analytics capabilities such as live-stream processing, visual analytics and text mining have enabled the management boards to act on a constantly updated knowledge of evolving situations. Organizations and companies can churn through millions of events per second and display insights and trends gained from that data in an accessible and visual format.

The government is already applying these analytics to prevent benefits and medical fraud, evaluate workforce trends, organize defense supply chains and comb social media for terrorist threats. But VR and AR could lead to even more immediate and immersive insights into unfolding situations.

By using VR and AR hardware and software to look at the information produced by visual analytics programs, the users could instantly map data into a representation inside of a virtual environment.
The objective is to study how the combination of analytics and AR/VR can allow data analysts to tackle new and existing challenges in a more informed and efficient manner, ultimately saving money, time and maybe even lives.
References: 
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6. Kalamaras, A. Drosou, D. Tzovaras , "Multi-Objective Optimization for Multimodal Visualization", IEEE Trans. Multimedia, vol.16, no.5, 2014, doi: 10.1109/TMM.2014.2316473 – from http://varlab.iti.gr/varlab/content/publications
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26. Big Data challenges for Cyber-Physical System- and Industrial Internet-based manufacturing
Abstract: Industry 4.0 focuses on the end-to-end digitization of all physical assets and integration into digital ecosystems with value chain partners encompassing a broad spectrum of technologies including Cyber-Physical Systems (CPS) and Industrial Internet of Things (IIoT).
In the INDUSTRY 4.0 world, big data is processed using advanced analytics tools to generate meaningful production management information. 

Predictive analytics tools allow INDUSTRY 4.0 data to be processed into data sets taking non-visible factors to create self-aware, self-maintaining production and service facilities.
The objective is to study the trends of manufacturing service transformation in big data environment, as well as the readiness of smart predictive business-informatics tools to manage big data, thereby achieving transparency and productivity.
References: 
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27. Finding Patterns in Big Data / Нахождение закономерностей в системах больших данных

Abstract: In many applications accumulating data is unknown or unclassified. It is a challenge to classify this data without a priori knowledge. This thesis explores the currently available methods to find regularities in the data and test the techniques on the publicly available data sets or the data sets of interest.

References: 
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5. Conrad Carlberg.  Predictive Analytics: Microsoft Excel. Que Publishing, 1 edition, 2012.
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28. Problems of Classification in Big Data / Проблемы классификации систем больших данных
Abstract: Classification algorithms were developed for reasonably medium sized data. In this thesis we explore the size of the data sets and the properties of predictors on classification accuracy. The work should be done on the publicly available data sets or the data sets of interest.
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29. An Ensemble Approach in Predictive Modeling / Методы построения ансамблей в предсказательном моделировании
Abstract:  Ensemble method techniques use the results of multiple models in combination. Research has shown that model’s accuracy is considerably increased by applying an ensemble method approach to predictive modeling. The aim of this work is to explore an ensemble approach in predictive modeling and test it on the available data sets of interest. The work should be done on the publicly available data sets or the data sets of interest.
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30. A Comparative Analysis Of Unsupervised Classification Techniques / Сравнительный анализ методов классификации без учителя
Abstract:  The aim of this work is to compare different predictive data-mining techniques (both linear and nonlinear) on different data sets. The data must have a combination of the following characteristics: few predictor variables, many predictor variables, highly collinear variables, very redundant variables and presence of outliers. The work should be done on the publicly available data sets or the data sets of interest.
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31. A Predictive Random Forest Model on Bioinformatics Data / Предсказательная модель “Случайный лес” в применении к биоинформатическим данным

Abstract: Cancer research accumulated an enormous amount of Big Data in Bioinformatics. The aim to this work is to apply Random Forest Model to predict the number of cancer mutations depending on tissue and various epigenetic factors. 
References: 

1. Max Kuhn,  Kjell Johnson. Applied Predictive Modeling. Springer, 2013.

2. Eric Siegel, Thomas H. Davenport. Predictive Analytics: The Power to Predict Who Will Click, Buy, Lie, or Die. Wiley, 1 edition, 2013

3. Thomas W. Miller. Modeling Techniques in Predictive Analytics: Business Problems and Solutions with R. FT Press, 1 edition, 2013.

4. Foster Provost, Tom Fawcett.  Data Science for Business: What you need to know about data mining and data-analytic thinking. O'Reilly Media, 1 edition, 2013. 

5. Conrad Carlberg.  Predictive Analytics: Microsoft Excel. Que Publishing, 1 edition, 2012.

Supervisor: Maria S. Poptsova
32 . House Value Prediction using Machine Learning Methods / Предсказание стоимости домов с помощью методов машинного обучения (Kaggle Competition Project)

Abstract: With 79 explanatory variables describing almost every aspect of residential homes in Ames, Iowa, this aim of this work is to build a predictive model of the final price of each home.
References: 

1. Max Kuhn,  Kjell Johnson. Applied Predictive Modeling. Springer, 2013.

2. Eric Siegel, Thomas H. Davenport. Predictive Analytics: The Power to Predict Who Will Click, Buy, Lie, or Die. Wiley, 1 edition, 2013

3. Thomas W. Miller. Modeling Techniques in Predictive Analytics: Business Problems and Solutions with R. FT Press, 1 edition, 2013.

4. Foster Provost, Tom Fawcett.  Data Science for Business: What you need to know about data mining and data-analytic thinking. O'Reilly Media, 1 edition, 2013. 

5. Conrad Carlberg.  Predictive Analytics: Microsoft Excel. Que Publishing, 1 edition, 2012.

Supervisor: Maria S. Poptsova
33. Predicting Flu Propagation and Severence / Предсказание границ распространения гриппа и степени его тяжести (Kaggle Competition Project)

Abstract:  The objective of this thesis is to build an algorithm that helps predict where the occurrence, peak and severity of influenza in a given season.
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34. Predictive Modeling with Kaggle Competition Data Sets (https://www.kaggle.com/datasets)

Abstract: The Kaggle Competition (https://www.kaggle.com) offers a wide range of competitions for Master-level participants. A student can choose to build a predictive model for any data set of interest.
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35.  Development of a natural language interface for interaction with Linked Open Data / Разработка естественно-языкового интерфейса для взаимодействия с Системой взаимосвязанных открытых данных
Abstract: During last decade, a big data system has emerged called Linked Open Data (LOD). This system can be imagined as a huge marked graph. It is composed of elementary graphs representing the triples of the language RDF (Resource Description Framework). For interaction with LOD, a special request language SPARQL has been developed. The role of SPARQL for LOD is similar to the role of the language SQL for the interaction with relational databases. For mastering the main constructions of SPARQL, it is necessary to have a background in informational languages. That is why it is important to develop natural language interfaces for interaction with LOD. The idea of the work is to develop a transformer from a concrete natural language (for instance, English, German, or Russian) into the language SPARQL. The algorithm of transformation to be developed should use the formal means for representing the input, intermediate, and output data. For building a semantic representations (SR) of a request, the algorithm is to use the theory of K-representations (knowledge representations) – the only theory today being convenient for constructing SR of arbitrarily complex texts. The algorithm also uses a compact formal model of a linguistic database.
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Supervisor: Vladimir A. Fomichov
36. Development of a semantics-oriented approach to discovering events' descriptions in natural language texts / Разработка семантически-ориентированного подхода к обнаружению описаний событий в естественно-языковых текстах

Abstract: The work should propose a new approach to the development of algorithms for discovering significant business events' descriptions in natural language texts. The principal theoretical result is to be the development of an original, broadly applicable algorithm.  It should use the formal means for representing the input, intermediate, and output data. For building a semantic representations (SR) of a request, the algorithm uses the theory of K-representations (knowledge representations) – the only theory today being convenient for constructing SR of arbitrarily complex instructions. The algorithm also uses a compact formal model of a linguistic database.
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3. Aggarwal N., Polajnar T., Buitelaar P. Cross-Lingual Natural Language Querying over the Web of Data Metais E., Meziane  F., Saraee M., Sugumaran V., Vadera S. (eds.). Natural Language Processing and Information Systems. 18th Intern. Conference on Applications of Natural Language to Information Systems, NLDB 2013, Salford, UK, June 2013, Proceedings. Lecture Notes in Computer Science. Berlin, Heidelberg: Springer, 2013, vol. 7934, pp. 152-163.
4. Fomichov, V.A.: Semantics-Oriented Natural Language Processing: Mathematical Models and Algorithms. Springer, New York, Dordrecht, Heidelberg (2010a)
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37. Automatic transformation of knowledge pieces' natural language descriptions into the collections of OWL-expressions / Автоматическое преобразование естественно-языковых описаний фрагментов знаний в наборы выражений языка OWL

Abstract: During last decade, the researchers in various scientific-technical centres in the world have created a big family of Web-based ontologies (knowledge bases) in many thematic domains. For representing knowledge pieces, they mainly used the language of developing ontologies OWL (Ontology Web Language), created under the framework of very large-scale Semantic Web project. The volume of efforts for constructing ontologies is so high that we need to have a way of automatically doing this. This way is automatic extraction of knowledge from texts in natural language (the union of English, Russian, German, French, Chinese, Japanese, and many other languages). The principal theoretical result is to be the development of an original, broadly applicable algorithm transforming natural language descriptions of knowledge pieces into the collections of OWL-expressions.  For building a semantic representations (SR) of an input text, the algorithm uses the theory of K-representations (knowledge representations) – the only theory today being convenient for constructing SR of arbitrarily complex texts. The algorithm also uses a compact formal model of a linguistic database. 
References
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38. Start-up and configuration BOINC-server and publics computing for big radioastronomical data.

Abstract: In 2012 the multi-beam feed array became operational on the BSA FIAN radio telescope [1,2,3]. Today it is capable of 24-hour observation using 96 beams in declination in the sky of -8 to +42 degrees (aboutly 40% of the sky) in the 109-111.5 MHz frequency band. The number of frequency bands range from 6 to 32, while the time constants range from 0.1 to 0.0125 sec. While receiving in 32 band mode (plus one common band) with a time constant of 12.5 ms (80 times per second), 33x96x80 four-byte data samples are produced per second, which equates to a daily data production of 87.5 gigabytes (up to 32 terabytes yearly, to this time 70 TB in archives). This data is an enormous opportunity for both short and long-term monitoring of various classes of radio sources (including radio transients), space weather and the Earth's ionosphere monitoring, search for different classes of radio sources, etc.

Ultimately, the multi-beam observations of the BSA of LPI telescope will take advantage of the wide-field survey capabilities to enable the discovery and investigation of variable and transient phenomena from the intra- to the extra- galactical, including flare stars, intermittent pulsars, X-ray binaries, magnetars, extreme scattering events, interstellar scintillation, radio supernovae and orphan afterglows of gamma-ray bursts.
But at this moment we have not good instrument for stream computing of these big data. We need in launch the streaming data on various types of high-performance computing systems, including to create a public system of distributed computing for  thousands of users on the basis of BOINC technology. So, thus instrument can be the BOINC technology [4]. You must start-up, configuring  and run BOINC-server [5] and create client part for it on base some computing and astronomical algorithms (sorting, correlation, Fourier analytics etc. also as some astronomical algorithms). Need skills from You: C++ (preferably also in a Qt environment), Linux,   SQL (MYSQL and Postgresql preferable), good skills also will Perl or/and Python.

The BOINC client for astronomical data from the monitoring survey of the big part of entire sky almost have not analogies.
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Supervisor: Vladimir A. Samodurov

39. Big Data in Bioinformatics and Healthcare 

Supervisor: Vasily V. Kornilov
40. Big Data in Personalized Medicine

Supervisor: Vasily V. Kornilov
41. Digital Business Transformation

Supervisor: Vasily V. Kornilov
42. Feasibility Study on the Use of Big Data Technologies (for a company or organization)

Supervisor: Vasily V. Kornilov
43. Modern Information Society: Information overload and Information explosion problems

Supervisor: Vasily V. Kornilov
44. Big Data Techniques for Social Network Analysis.

Supervisor: Olga A. Tsukanova
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