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Outline

• Intro to mathematics of big data

• Bayesian framework

• Latent variable models

• Deep Bayes



What is machine learning?



Simple example



Areas of application



Milestones



Entering the Age of Big Data

Data

Computational
speed



First Steps towards Mathematics of Big Data



Deep learning: why now?



Conditional and marginal distributions



Bayesian framework



Frequentist vs. Bayesian frameworks



Bayesian inference



Bayesian inference



Bayesian inference



Bayesian inference



Bayesian Learning and Inference



Poor man’s Bayes



Regularization

Prior term



Learning from incomplete data



Advantages of Bayesian framework

• Regularization
• Incorporates specifics of particular problem

• Extendibility
• Builds complex model from simpler ones

• Latent variable modeling
• Learns from incomplete data

• Ensembling
• Performs weighted voting across multiple algorithms

• Scalability (new!)
• Applicable to large datasets when combined with deep neural 

networks



Exponential class of distributions



Log-concavity of exponential class



Log-concavity of exponential class



Example: Gaussian distribution



Incomplete likelihood



Variational lower bound



EM-algorithm



EM-algorithm



EM-algorithm



EM-algorithm



EM-algorithm



EM-algorithm



EM-algorithm



Discrete T



Mixture of gaussians



Mixture of gaussians



Mixture of gaussians



Mixture of gaussians



Mixture of gaussians



Mixture of gaussians



Mixture of gaussians: formal description



EM-algorithm for mixture of gaussians



Continuous T



Example: PCA model



Advantages of EM PCA



Mixture of PCA



Example: Latent Dirichlet Allocation



LDA: formal description



General nature of EM-framework



Variational inference: way to complex 
Bayesian models



Variational inference: way to complex 
Bayesian models

The most difficult part



Variational inference: way to complex 
Bayesian models

The most difficult part



Dropout



Variational Dropout

Diederik P. Kingma, Tim Salimans, Max Welling. Variational Dropout and the Local Reparameterization Trick. arXiv:1506.02557

https://arxiv.org/find/stat/1/au:+Kingma_D/0/1/0/all/0/1
https://arxiv.org/find/stat/1/au:+Salimans_T/0/1/0/all/0/1
https://arxiv.org/find/stat/1/au:+Welling_M/0/1/0/all/0/1
https://arxiv.org/abs/1506.02557


Variational Dropout



Adjusting dropout rates



Individual dropout rate



Alternative view on dropout



Alternative view on dropout

Data term Regularization



Alternative view on dropout
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Sparsifying deep NNs

99.2% of zeros



Sparsifying deep NNs



Summer school



Conclusion

• Bayesian framework is extremely powerful and extends ML tools

• We do have scalable algorithms for approximate Bayesian inference

• Bayes + Deep Learning = 

• Even the first attempts of neurobayesian inference give impressive 
results


