Утверждено академическим руководителем 

Образовательной Программы

«Системы больших данных» проф. Мальцева С.В., 
уровень образования: магистратура
 одобрено Академическим Советом программы

14.10.2017
1. Industry 4.0 and Big Data in aerospace and/ or automotive industries (running project)

Abstract: The ideas that stand behind of Internet of Things Application are getting adopted in many industries, including various types of manufacturing. The concept of transparent, flexible and customised production realised in Industry 4.0 would be in a centre of attention for a student’s systematic literature review. He/she will need to analyse the application of this concept from academia and industry reports in A&A industries, look through success factors, find interdependencies and draft a plan for transformation to Industry 4.0 for an average assembly plant. The aspect of big data processing (historical and customer experience) is recommended to be considered.

This topic is good for hands-on application for knowledge in process management, enterprise architecture and creates a solid foundation for master thesis and a potential article.

References:

1. https://www.digicor-project.eu/
2. Stavenko, Yulia, Nikolay Kazantsev, and Alexander Gromoff. "Business process model reasoning: from workflow to case management." Procedia Technology 9 (2013): 806-811.

3. Komarov, Mikhail, Nikita Konovalov, and Nikolay Kazantsev. "How Internet of Things Influences Human Behavior Building Social Web of Services via Agent-Based Approach." Foundations of Computing and Decision Sciences41.3 (2016): 197-210. 
4. http://www.sciencedirect.com/science/article/pii/S0024630109000594  

5. https://books.google.ru/books?hl=ru&lr=&id=rHYGZ0wxLP0C&oi=fnd&pg=PR1&dq=Internet+of+Things+and+Industry+4.0&ots=NXJqoWrwHs&sig=GSlh0Qby1mTNv7cQTiRGEo8nbkU&redir_esc=y#v=onepage&q=Internet%20of%20Things%20and%20Industry%204.0&f=false
6. http://ieeexplore.ieee.org/document/7058728/
Supervisor: Nikolay S. Kazantsev

2. Big Data Economics. Rationalities for short-term B2B collaboration in Smart Manufacturing supply chains (running project)

Abstract:  Sourcing is still one of the challenging topics while planning business and architectures. Should a corporate cloud be private, public or hybrid, which business/IT services should be outsources and which kept in-house? Many aspects need to be considered inc. those specific for industries. In this work a student is expected to look for the economical reasoning for short term B2B collaboration in smart manufacturing supply chains (systematic literature review). As a final artefact, a student is expected to create a smart manufacturing business model that applies different types of sourcing in a way it mostly satisfy business requirements.

This is a hands-on topic that requires knowledge in BPM, EA and SOA. As a modelling language UMS, ARIS notations or S-BPM would be preferred. Topic creates a solid foundation for master thesis and a potential article.

References:

1. Grefen P. et al. Dynamic business network process management in instant virtual enterprises //Computers in Industry. – 2009. – Т. 60. – №. 2. – С. 86-103.
2. Gromoff, Alexander, et al. "Newer approach to create flexible business architecture of modern enterprise." Global Journal of Flexible Systems Management 13.4 (2012): 207-215.
3. Konovalov, Nikita, Nikolay Kazantsev, and Larisa Voronova. "Measuring Cloud Services in Service-Oriented Enterprise Architecture of a Russian Bank." Proceedings of the 2015 IEEE 19th International Enterprise Distributed Object Computing Workshop. IEEE Computer Society, 2015.
4. Konovalov, Nikita, and Nikolay Kazantsev. "Shaping Decision-Making on Cloud Services Application in Business Processes." Future Internet of Things and Cloud (FiCloud), 2016 IEEE 4th International Conference on. IEEE, 2016.
5. http://ieeexplore.ieee.org/document/5429058/ 

6. http://dl.acm.org/citation.cfm?id=1869722 

7. http://ieeexplore.ieee.org/document/5175875/ 

8. http://www.sciencedirect.com/science/article/pii/S0167923612001595 

Supervisor: Nikolay S. Kazantsev

3. Analysis of complex system development based on fuzzy-cognitive mapping 

Abstract: For decision making on governance of complex socio- economic system, the key roles play a problem situation structuring and the finding-out significant factors of external environments of system. This process mostly depends on expert experience and available information analysis. If we can represent the system by formal model, the process of observing, analyzing of system development and problem identification can be considered as a systematic activity for monitoring of significant changes in external and internal environment, for observing of expert forecasts and analysis of their actuality based on monitoring of factor changes. Based on such systematically activity the strategy correction in holistic control cycle (goal-setting based on external environment prediction, analysis of existing system sate and finding-out a trajectory of strategy goals achievements, planning direction of tactic activities, implementation of plan and feed-back analysis for further strategic step) can be done depend on monitoring of significance changes in terms of influence on strategic goals achievements. With modern tools It seems to construct a supporting system that almost automatically clarify knowledge about problem, recommend significant variables. With processes automation and information development of society we got to big data set, produced by enterprise information system, internet. However the problem of lack information has not been solved. We got another problem with skewness in data, with unintegrated data and with quality of data.

Despite on rapidly growth of data volume describing system and processes and technological and analytical tools for its analysis, the problems of informayion environment have not lost their relevance and just have been transformed. Situations of application of the given approach are related to ill-structured  due to one of listed reasons:  
Lack of information and understanding about significant factors.  
Inhomogeneity of information about a situation connected with differences in quality and quantity of information about situation hampering the application of typical statistical methods of analysis for reveal factors determining situation. (for instance, political, economic, technological and so on).  
The large number of information sources and large stream of information from each source. The typical bid data tools applied for a situation monitoring allow to reveal thousands factors and interconnections between them out of millions but only part of them could use to analysis and simulation of a situation development.  
In case of a new situation experts are main source of knowledge about influencing factors and structure of them interrelations. Big data tools could help to connect a situation model developing from casual beliefs of situation experts with variety of data sources characterizing the changing of factors specified by experts System for support of monitoring and analysis of such situations includes: 

- module of formation of an expert network, chatbots system for the extraction of factors and relationships and collecting relevant factors; 

- module for search information sources with estimation their relevance to a situation; 

- module of intelligent agents for search of information about factors( subjects, events, newsbreaks), for interrelations extraction and the followed evaluation of level of factors change; 

- module of knowledge visualization about a situation in the form of dashboards, including the visualization of the structure, dynamics of the significant factors and the forecast.

- Cognitive modeling module allows optimizing the control action on a number of factors on the basis of the inverse problem solution on the cognitive box. The inverse problem solution allows to quickly picking a set of control actions on the problem situation, which will ensure optimal achievement of the set goals. 

References:

1. Avdeeva Z., Kovriga S. (2008). Cognitive Approach in Simulation and Control. Proceedings of the 17th IFAC World Congress, Seoul, Korea, July 6-11, pp. 1613- 1620. 

2. Avdeeva Z., Kovriga S. Diagnosing of The Problematic Situation in Manufacturing System Development Based-On-Cognitive Map // Manufacturing Modelling, Management, and Control. 2013. Vol. 7, P.1. P. 964-968.

3. Gubanov, D., Korgin, N., Novikov, D., Raikov, A. (2014). E-Expertise: Modern Collective Intelligence, Springer. Series: Studies in Computational Intelligence, Vol. 558, XVIII, 112 p. 

4. Kahraman, Cengiz et al. (2008) Fuzzy Multi-Criteria Decision Making -Springer. Pp.380 

5. Komarov M. M., Avdeeva Z. Customer experience management for smart commerce based on cognitive maps // Annals of Data Science. 2016

6. Avdeeva Z., Raikov A., Ermakov A. Big Data Refining on the Base of Cognitive Modeling // IFAC-PapersOnLine. 2016. Vol. 49. No. 32. P. 147-152.  
Supervisor: Zinaida Avdeeva 

4. Smart education environment 
Abstract: In order to develop custom approach in education in an modern  education environment (EE),  including off-line infomation sources of an university campus and valuable addition sources from internet, it is necessary to set several modules (stages) for composition of most optimal model of education for each student. In the first stage of interaction with digital educational platform, it would be most appropriate to conduct criterion-oriented test, which would not only determine cultural-cognitive profile, but also collect information about other basic characteristics, such as: motivation, educational background, informational and communication technology skills, professional interests. However, it is necessary to take into consideration the possible dynamic nature of before mentioned variables. It would be rational to retest an individual periodically, and make corrections to the selected education course and form of educational environment by monitoring and including information, knowledge, case studies from different on-line sources [2]. 

The smart learning system for support dynamic personal educational pathway in an modern EE should include adaptation functions [1]  : 

1)
The functions for supporting student learning process in active electronic educational  environment

•
The mapping of personal study pathway including to support of the different level of   selection (several functions);

•
Planning of the educational process according to the choice;

•
 Execution and control of the strategy. 

2)
The functions of interactive support of tutor’s work

•
Tools for detection and construction of systematic linkages between courses and competencies

•
Tools for monitoring space of the course that is manifested as a relation between actual knowledge and the results of didactic processing of such knowledge for a certain specialty, which are synchronized with the applied aspect (practical utility).

3)
The functions of interactive support based on several i-agents.  In such case, electronic environment is built on some repository of all teaching materials or virtual links to them in the system of curriculum’s courses. Therefore, the necessary functionality of such information-analytical system based-on-i-agents for the dynamic formation of EEE will contain the following:  search, surfing, recommendations, and navigation. 

4)  
As for other users of the system, apart from the direct users of EEE who support the learning process, it is worth noting the possibility of participation of methodists and professional associations (or, in other words, "consumers" of graduates), which can enter new market position in the system, using "language" of competencies or to find the closest set of courses for optimal specialization or even correction of existing courses.

References:

1. Avdeeva Z., Taratuhina Y. V., Omarova N. O.  Smart Educational Environment as a Platform for Individualized Learning Adjusted to Student's Cultural-Cognitive Profile, in: Smart Education and Smart e-learning. Switzerland : Springer International Publishing, 2015. P. 219-231.

2. Conati, C. (2009). Intelligent Tutoring Systems: New Challenges and Directions. Proceedings of the 21st International Joint Conference on Artificial Intelligence, Pasadena, California, pp. 2-7

3. Smart Education and Smart e-learning. Switzerland : Springer International Publishing, 2015. P. 570.

4. B. Kopp, M. Matteuccib

E-tutorial support for collaborative online learning: An explorative study on experienced and inexperienced e-tutors//Computer &Education, 58 (2012), pp. 12–20

Supervisor: Zinaida Avdeeva 

5. Integrating data visualization and building information modeling
Abstract:[image: image1] Building information modeling (BIM) is revolutionizing the construction industry, enabling companies to stay innovative and competitive. At the heart of BIM is a CAD-driven, 3D design model that enables companies to visualize assets in three dimensions. This means that the model is no longer simply a design tool—it’s the master data source of an asset and the foundation for driving all business functions.

To help customers capitalize on the opportunities presented by BIM, researchers are working on integration projects where a BIM viewer is embedded in corporate applications (EAM, MRO, FSM, ERP, PPM, etc.) to enhance business agility.

The objective is to enable Corporate applications users to visualize and navigate assets in 3D, thereby promoting a much more joined-up and data-driven approach to asset design, construction, installation, and maintenance.

References:

1. BIM & Visualization. Autodesk's white paper - https://www.cansel.ca/images/About-us/White_Papers/autodesk_whitepaper-bim_and_visualization_whitepaper.pdf
2. Wei Yan, Charles Culp, Robert Graf. Integrating BIM and gaming for real-time interactive architectural visualization. Automation in Construction, Volume 20, Issue 4, July 2011, Pages 446–458 - http://www.sciencedirect.com/science/article/pii/S0926580510001925
3. Benjamin Hagedorn, Juergen Doellner. High-level web service for 3D building information visualization and analysis. GIS '07 Proceedings of the 15th annual ACM international symposium on Advances in geographic information systems, Article No. 8, 2007. doi>10.1145/1341012.1341023
4. Tien-Hsiang Chuang, Bo-Cing Lee, and I-Chen Wu. APPLYING CLOUD COMPUTING TECHNOLOGY TO BIM VISUALIZATION AND MANIPULATION. Symposium in Automation and Robotics, 2011. http://www.irbnet.de/daten/iconda/CIB_DC23616.pdf
5. Azhar, S. (2011). "Building Information Modeling (BIM): Trends, Benefits, Risks, and Challenges for the AEC Industry." Leadership Manage. Eng., 10.1061/(ASCE)LM.1943-5630.0000127, 241-252. Read More: http://ascelibrary.org/doi/abs/10.1061/(ASCE)LM.1943-5630.0000127
6. Chau, K., Anson, M., and Zhang, J. (2004). "Four-Dimensional Visualization of Construction Scheduling and Site Utilization." J. Constr. Eng. Manage., 10.1061/(ASCE)0733-9364(2004)130:4(598), 598-606. Read More: http://ascelibrary.org/doi/abs/10.1061/(ASCE)0733-9364(2004)130:4(598)
7. How to visualize complex data with BIM. Online publication by Archsmarter.com: http://archsmarter.com/how-to-visualize-complex-data-bim/
8. IFS & GIS: A powerful tool for enterprise asset management. White papers of IFS:

 http://www.ifsworld.com/us/sitecore/media-library/assets/2016/04/21/10/22/ifs-and-gis/
Supervisor: Piotr B.Panfilov
6. Distributed game engine design for data visualization
Abstract:[image: image2.png]


 A game engine is the core software component of a computer or video game or other interactive application with real-time graphics. With the advent of multiple cores within a processor the need to create a parallel game engine has become more and more important. The advantage of utilizing all the processors on a distributed system, whether CPU or GPU or FPGA, can give a much greater experience for the user. For example, by utilizing more CPU cores a game could increase the number of rigid body physics object for greater effects on screen, or developing smarter AI that gives it a more human like behavior.
The objective is to build the “Distributed Game Engine Framework” as a multi-threaded game engine that is designed to scale to as many processors as are available within a platform. It does this by executing different functional blocks in parallel so that it can utilize all available processors.

The engine also has a method for executing data synchronization in parallel in order to keep serial execution time at a minimum.
References:

1. Designing the Framework of a Parallel Game Engine. Intel Developer Zone - https://software.intel.com/sites/default/files/Designing_a_Parallel_Game_Engine.pdf
2. Mark Joselli, Marcelo Zamith, Luis Valente, Bruno Feijó, Fabiana R. Leta and Esteban Clua. Chapter 2. A Distributed Architecture for Simulation Environments Based on Game Engine Systems. Visual Computing. Scientific Visualization and Imaging Systems. Rodriguez Leta, F. (Ed.), 2014, XV, 254 p. pp41-61.(pdf) 

3. Leo Martel, Susan Tu, Andy Moreland. Lila: A Cheating-Resistant Distributed Game Engine. December 2014. http://www.scs.stanford.edu/14au-cs244b/labs/projects/martel_tu_moreland.pdf
4. Xizhi Li, Qinming He. Frame rate control in distributed game engine - http://dl.ifip.org/db/conf/iwec/icec2005/LiH05.pdf
5. Alan Thorn. Game engine design implementation. WordPress.com - http://hair.bz.ua/?page=lending&key=game+engine+design+implementation+alan+thorn+pdf
6. Robert Spears, Cary Rivet, Stephen Killingsworth, Ashok Kumar and Jim
Etheredge. Designing and creating game engine for use in the classroom. Computer Game Development and Education: An International Journal (CGDEIJ), Vol.1, No.1, March 2013. AIRCC Home. - http://airccse.org/journal/ijcgde/papers/1113cgdeij01.pdf 
Supervisor: Piotr B.Panfilov
7. Design of procedures and tools for evaluating visualization techniques for specific (financial, scientific, industrial, corporate, etc.) application data
Abstract:[image: image3.png]


 To perform a valid assessment of a particular visualization technique, or to compare two or more techniques, it is important to identify the specific actions or tasks one wishes to accomplish with the assistance of visualization, such as identifying trends or detecting the presence of a known phenomenon. Then one need to define user characteristics, such as level of experience, that can affect the success of a visualization technique. Next we need to review the characteristics of data, and examine how these features bear on the process of effective visualization. Finally, a procedure for designing a benchmark process that would enable a person charged with comparing two or more visualization techniques to approach the problem in a methodical way should be designed and tested.
The objective is to study and identify some of the components and procedures necessary to assess and compare the effectiveness of visualization techniques.
References:

1. Chaomei Chen and Mary P. Czerwinski. “Empirical Evaluation of Information Visualizations: An Introduction.” Int. J. Hum.-Comput. Stud. 53:5 (2000), 631–635.
2. Geoffrey Ellis and Alan Dix. “An Explorative Analysis of User Evaluation Studies in Information Visualisation.” In BELIV ’06: Proceedings of the 2006 AVI Workshop on Beyond Time and Errors, pp. 1–7. New York: ACM Press, 2006.
3. Georges G. Grinstein, Patrick E. Hoffman, and Ronald M. Pickett. “Benchmark Development for the Evaluation of Visualization for Data Mining.” In Information Visualization in Data Mining and Knowledge Discovery, edited by U. Fayyad, G. Grinstein, and A. Wierse, pp. 129–176. San Francisco: Morgan Kaufmann Publishers, Inc., 2002.
4. Christa Kelleher and Thorsten Wagener. “Ten Guidelines for Effective Data Visualization in Scientific Publications.” Environmental Modelling & Software 26:6 (2011), 822–827.
5. E. Morse, M. Lewis, and K. A. Olsen. “Evaluating Visualizations: Using a Taxonomic Guide.” Int. J. Hum.-Comput. Stud. 53:5 (2000), 637–662.
6. Catherine Plaisant. “The Challenge of Information Visualization Evaluation.” In AVI ’04: Proceedings of the Working Conference on Advanced Visual Interfaces, pp. 109–116. New York: ACM Press, 2004.
7. Beatriz Sousa Santos and Paulo Dias. “Evaluation in Visualization: Some Issues and Best Practices.” In Visualization and Data Analysis 2014, SPIE Proceedings, 9017, p. 90170O. Bellingham, WA: SPIE, 2013.
8. Purvi Saraiya, Chris North, and Karen Duca. “An Insight-Based Methodology for Evaluating Bioinformatics Visualizations.” IEEE Transactions on Visualization and Computer Graphics 11:4 (2005), 443–456.
9. Michael Sedlmair, Petra Isenberg, Dominikus Baur, and Andreas Butz. “Information Visualization Evaluation in Large Companies: Challenges, Experiences and Recommendations.” Information Visualization 10:3 (2011), 248–266.
10. Melanie Tory and Torsten M¨uller. “Evaluating Visualizations: Do Expert Reviews Work?” IEEE Computer Graphics and Applications 25:5 (2005), 8–11.
11. Eliane R. A. Valiati, Marcelo S. Pimenta, and Carla M. D. S. Freitas. “A Taxonomy of Tasks for Guiding the Evaluation of Multidimensional Visualizations.” In BELIV ’06: Proceedings of the 2006 AVI Workshop on Beyond Time and Errors, pp. 1–6. New York: ACM Press, 2006.
12. Torre Zuk, Lothar Schlesier, Petra Neumann, Mark S. Hancock, and Sheelagh Carpendale. “Heuristics for Information Visualization Evaluation.” In BELIV ’06: Proceedings of the 2006 AVI Workshop on Beyond Time and Errors, pp. 1–6. New York: ACM Press, 2006.
Supervisor: Piotr B.Panfilov
8. Virtual and augmented reality technology application to data analytics
Abstract: Increasingly, corporations and governmental institutions have gained enhanced insights by applying analytics technology to their data collections. Analytics capabilities such as live-stream processing, visual analytics and text mining have enabled the management boards to act on a constantly updated knowledge of evolving situations. Organizations and companies can churn through millions of events per second and display insights and trends gained from that data in an accessible and visual format.

The government is already applying these analytics to prevent benefits and medical fraud, evaluate workforce trends, organize defense supply chains and comb social media for terrorist threats. But VR and AR could lead to even more immediate and immersive insights into unfolding situations.

By using VR and AR hardware and software to look at the information produced by visual analytics programs, the users could instantly map data into a representation inside of a virtual environment.
The objective is to study how the combination of analytics and AR/VR can allow data analysts to tackle new and existing challenges in a more informed and efficient manner, ultimately saving money, time and maybe even lives.
References:

1. Ekaterina Olshannikova, Aleksandr Ometov, Yevgeni Koucheryavy and Thomas Olsson. Visualizing Big Data with augmented and virtual reality: challenges and research agenda. Journal of Big Data (2015) 2:22, DOI 10.1186/s40537-015-0031-2 (pdf)

2. Benjamin Bach, Sheelagh Carpendale, Christopher Collins, Raimund Dachselt, Tim Dwyer, Bongshin Lee. Immersive analytics: Exploring future interactions and visualization technologies for data analytics. - http://www.aviz.fr/~bbach/immersiveanalytics/ISS_Immersive_2016.pdf
3. Sebastian Pick, Benjamin Weyers, Bernd Hentschel, Torsten Wolfgang Kuhlen. Design and Evaluation of Data Annotation Workflows for CAVE-like Virtual Environments. IEEE Transactions on Visualization and Computer Graphics (Journal) (2016) - https://www.vr.rwth-aachen.de/publication/0294/ 

4. Michael de Ridder, Younhyun Jung, Robin Huang, JinmanKim, David Dagan Feng. Exploration of virtual and augmented reality for visual analytics and 3D volume rendering of functional magnetic resonance imaging (fMRI) data. Big Data Visual Analytics (BDVA), 2015. - http://ieeexplore.ieee.org/document/7314293/ 

5. Michael Thomas. When virtual and augmented reality meets government analytics. Talk at HadoopSphere Virtual Conclave. Copyright © 2015, SAS Institute Inc.  - http://www.slideshare.net/hadoopsphere/augmented-and-virtual-reality-with-big-data and https://gcn.com/articles/2016/09/23/virtual-augmented-reality.aspx
6. I. Kalamaras, A. Drosou, D. Tzovaras , "Multi-Objective Optimization for Multimodal Visualization", IEEE Trans. Multimedia, vol.16, no.5, 2014, doi: 10.1109/TMM.2014.2316473 – from http://varlab.iti.gr/varlab/content/publications
Supervisor: Piotr B.Panfilov
9. Big Data challenges for Cyber-Physical Systems and Industry 4.0
Abstract: Industry 4.0 focuses on the end-to-end digitization of all physical assets and integration into digital ecosystems with value chain partners encompassing a broad spectrum of technologies including Cyber-Physical Systems (CPS) and Industrial Internet of Things (IIoT).

In the Industry 4.0 world, big data is processed using advanced analytics tools to generate meaningful production management information. 

Predictive analytics tools allow Industry 4.0 data to be processed into data sets taking non-visible factors to create self-aware, self-maintaining production and service facilities.
The objective is to study the trends of digital transformation of manufacturing in big data environment, as well as the readiness of smart predictive business-informatics tools to manage big data, thereby achieving transparency and productivity.
References:

1. Jay Lee, Huang-An Kao, Shanhu Yang. Service Innovation and Smart Analytics for Industry 4.0 and Big Data Environment. Product Services Systems and Value Creation. Proceedings of the 6th CIRP Conference on Industrial Product-Service Systems. Volume 16, 2014, Pages 3-8. - http://www.sciencedirect.com/science/article/pii/S2212827114000857  

2. Kevin Koo. Putting Industry 4.0 in practice by big data analytics. Case shring. Clustertech, 04/2016 -  https://www.apacinnosummit.net/files/3_new_Kelvin_Koo_IoT_Putting_Industry_4_0_in_Practice_by_Big_Data_Analytics_042016.pdf
3. Louis Columbus. Industry 4.0 Is Enabling A New Era Of Manufacturing Intelligence And Analytics, Forbes Magazine, Aug 7, 2016. - http://www.forbes.com/sites/louiscolumbus/2016/08/07/industry-4-0-is-enabling-a-new-era-of-manufacturing-intelligence-and-analytics/#5e1740a21479 

4. Big Data Analytics for Industry 4.0 Predictive Manufacturing. ITRI Industrial technology research institute - https://www.itri.org.tw/eng/Content/MSGPic01/contents.aspx?&SiteID=1&MmmID=620651706136357202&CatID=620653256103620163&MSID=711022154112316330
Supervisor: Piotr B.Panfilov
10. High Performance Data Analytics (HPDA) Challenges and Applications Research Program to Accelerate Big Data Analytics using High Performance Computing

Abstract: This research program is targeted at exploring, evaluating, and demonstrating the application of high-performance computing technologies to data analytics challenges.

Specific Focus Areas include:

1. Graph Analytics: Graph modeling, visualization, and evaluation for understanding large, complex networks
2. Computationally Intensive Data Analytics: Novel and innovative techniques to solve computationally intensive problems; Natural Language Processing and Semantic analysis
3. Streaming Data Analytics: New algorithms and approaches to rapidly analyze high-bandwidth, high-throughput streaming data
4. Exploratory (Visual) Data Analysis: Mechanisms to explore and analyze massive streaming data sources to gain new insights and inform decisions
5. Emerging Computer Architectures Analysis and Distributed Heterogeneous Testbed: Evaluation, characterization, and modeling of next-generation analytics
Supervisor: Piotr B.Panfilov
11. Networked Automata Computing System: Exploring methods to identify known interaction patterns in rich Semantic data.
Abstract: Many new cyber-analytic applications must identify known interaction patterns in rich Semantic data. This requires finding labeled subgraphs in massive graphs, the problem of subgraph matching, which is known to be computationally complex for von Neumann architectures. Therefore, solutions on existing von Neumann architectures, such as central processing units (CPUs), do not scale to massive graphs. The objective of this project is to explore methods for solving this difficult problem using a newly developed non-von Neumann architecture, the Object-Attribute Architecture (OAA) which can be considered as a Networked Automata Computer System (NACS). The NACS can approach some computationally intractable problems more efficiently than classical processors.

Existing solutions for the subgraph matching problem are built around batch processing on traditional CPUs. However, the problem is widely believed to be intractable, and the solutions do not scale well to big graphs. Some current approaches can handle massive graphs using large multi-core systems, but they require long indexing and search times. A non-von Neumann architectures, like the OAA-CS, may dramatically accelerate these methods and result in the development of a new tool.

The OAA-CS can be programmed to compute a large set of user-defined nondeterministic finite automata (NFA) in parallel against a single data stream. 

The ultimate aim of this project is to refine the solution proposed and develop new algorithms for subgraph matching using the OAA. We will evaluate the algorithms for determining current performance and expected advantages based on projected future OAA-hardware improvements.

Accelerating subgraph matching would immediately benefit cyber-analytic applications. Rapidly finding patterns representative of illicit activity in computers and financial transactions could enable new analysis and monitoring algorithms. Extending these results to streaming graphs could provide rapid response to realworld changing conditions.

Supervisor: Piotr B.Panfilov
12. OAA-based Machine Learning: Combining algorithmic and systems techniques for scaling out deep learning algorithms on very-large-scale systems.
Abstract: Machine learning and data mining (MLDM) algorithms are becoming the standard in model generation from large-scale data sets. As the data produced by different sensors continue to increase, it is becoming important to consider algorithmic and architecture advancements for reducing time-to-solution. Scaling MLDM algorithms to distributed memory architectures, especially connected with high-speed interconnects and state-of-the-art compute devices, is equally essential to address the ever-increasing volume of data sets.
We primarily focus on deep learning algorithms, including deep neural networks, convolutional neural networks, and recently proposed recurrent neural networks. There are a few widely used approaches for scaling MLDM algorithms, including CaffeOnSpark, FireCaffe, and Distributed TensorFlow (using general remove procedure call [gRPC]). A limitation of these implementations is that they do not leverage the high-performance computing (HPC) interconnect(s) natively.
Our approach consists of a combination of algorithmic and systems techniques for scaling out deep learning algorithms on very-large-scale systems. Specifically, we are considering the following design choices: 

• Scaling MLDM algorithms on central processing unit (CPU) or graphics processing unit (GPU) clusters using our own OAA-model.

• Addressing heterogeneous devices. Currently, most implementations either leverage CPUs or GPUs. We are working on a design that may leverage them simultaneously.

• Deep learning on deep memory hierarchies. We are developing solutions to leverage the deep memory, including volatile/non-volatile memories, and optimizing deep learning algorithms for deep memory hierarchies using OAA.

• Adaptive runtimes for flexible deep learning computations. We are working on OAA-runtimes that can automatically shrink or expand, depending on the nature of the computation. A few of these properties are generated by the adaptive nature of the algorithms featured as part of this project.
The potential impact of this research is significant in terms of adopting distributed memory architectures and distribute computer architectures seamlessly.
Supervisor: Piotr B.Panfilov
13. Web-scale Graph Visual Analytics: Exploring a web-scale graph that will overcome scalability challenges in size, cognition, visualization, and computation.
Abstract: In today’s big data era, a web-scale graph is often described as a graph with approximately one trillion edges and roughly 50 billion vertices. Exploring web-scale graphs is highly relevant in cloud-computing and cyber-analytics communities led by major internet vendors, including Google, Facebook, Microsoft, and Amazon. Although cutting-edge graph exploration technologies, such as Giraph and Pregel, have been reported in the literature, none use visualization in their analytical solutions. Visually exploring a web-scale graph will require overcoming scalability challenges in size, cognition, visualization, and computation.
This project’s goal is to develop a visual paradigm and a client-server system that address these challenges using a combination of innovative visual analytics techniques in the front-end client and a high-performance database in the back-end server. When the technology is fully developed and integrated, the system is envisioned to allow users to query web-scale graphs in near interactive response time and visually explore the graph data on commodity level hardware.
Supervisor: Piotr B.Panfilov
14. New services based on open data/ Новые сервисы на основе открытых данных. 

Abstract: There should be presented new service based on open data concept, it should be described and analyzed with possible implementation (i.e. as mobile application). Literature review should show current existend solutions not just in Russia but all around the world. New services should not only utilize open data, but use open data as one part of the data source for the service.

Supervisor: Mikhail M. Komarov

15. Context-based services/ Контекстно-ориентированные сервисы  

Abstract: Context-based services are services where real-world and digital data are utilized to provide new services and value to existing or potential customers. These services depend on "the ability for firms to aggregate and apply smart analytics to a widening array of new data — from customers' location information and social networks, to mobile apps, blogs, tweets, purchasing history, and more. The more that firms know about where their customers are, and what they're doing — analyzed in real-time — the more they will be able to deliver immersive and valuable services specifically tailored to them."

Supervisor: Mikhail M. Komarov

16. New generation networks QoS for users/ Качество представления услуг для пользователей в сетях нового поколения. 

Abstract: Technologies for data transmission should be analyzed together with different approaches to measure quality of service for the end-users of the services which are provided through those networks. Positive and negative effects should be considered at the end for business-processe with the use of those technologies and dependancy of the proposed QoS metrics and business.

Supervisor: Mikhail M. Komarov

17. Mobile technologies and Big Data: privacy issues / Мобильные технологии и большие данные: вопросы безопасности 
Abstract:  How to protect user’s privacy in Web-based applications (including websites, mobile apps etc). One way is to think of an efficient way to protect from web tracking in the light of the new GDPR regulation (and also ePrivacy regulation, that particularly covers web tracking). W3C Tracking Protection working group (https://www.w3.org/2011/tracking-protection/) has proposed a DNT policy that allows users to set up their privacy preferences, and describes how this policy should be enforced in Web-based applications. The same might apply to the mobile users. If there are any other proposals how to arrange privacy protection during big data time with the use of mobile technologies - students are welcome to propose and discuss it.

Supervisor: Mikhail M. Komarov

18. Customer behavior management based on geolocation data / Управление поведением потребителей с использованием их данных геолокации. 
 Abstract: Since companies have already begun to digitally transform their existing customer loyalty programs into mobile applications, new approaches and possibilities are resulting. By collecting and processing the mobility patterns of every single customer combined with the delivery of appropriate offers and incentives at the right time and the right place, may form the future’s customer approach. The processing of the customers’ location data may reveal new information and insights from the customer buying behavior

Supervisor: Mikhail M. Komarov

19. Start-up and Configuration BOINC-server and Publics Computing for Big RadioAstronomical Data/ Запуск и настройка BOINC-сервера для публичных вычислений больших массивов  радиоастрономических данных
Abstract: In 2012 the multi-beam feed array became operational on the BSA FIAN radio telescope [1,2,3]. Today it is capable of 24-hour observation using 96 beams in declination in the sky of -8 to +42 degrees (aboutly 40% of the sky) in the 109-111.5 MHz frequency band. The number of frequency bands range from 6 to 32, while the time constants range from 0.1 to 0.0125 sec. While receiving in 32 band mode (plus one common band) with a time constant of 12.5 ms (80 times per second), 33x96x80 four-byte data samples are produced per second, which equates to a daily data production of 87.5 gigabytes (up to 32 terabytes yearly, to this time 70 TB in archives). This data is an enormous opportunity for both short and long-term monitoring of various classes of radio sources (including radio transients), space weather and the Earth's ionosphere monitoring, search for different classes of radio sources, etc.

Ultimately, the multi-beam observations of the BSA of LPI telescope will take advantage of the wide-field survey capabilities to enable the discovery and investigation of variable and transient phenomena from the intra- to the extra- galactical, including flare stars, intermittent pulsars, X-ray binaries, magnetars, extreme scattering events, interstellar scintillation, radio supernovae and orphan afterglows of gamma-ray bursts.
But at this moment we have not good instrument for stream computing of these big data. We need in launch the streaming data on various types of high-performance computing systems, including to create a public system of distributed computing for  thousands of users on the basis of BOINC technology. So, thus instrument can be the BOINC technology [4]. You must start-up, configuring  and run BOINC-server [5] and create client part for it on base some computing and astronomical algorithms (sorting, correlation, Fourier analytics etc. also as some astronomical algorithms). Need skills from You: C++ (preferably also in a Qt environment), Linux,   SQL (MYSQL and Postgresql preferable), good skills also will Perl or/and Python.

The BOINC client for astronomical data from the monitoring survey of the big part of entire sky almost have not analogies.

Scientific adviser: Dr. Samodurov V.A.1,2 (http://www.hse.ru/org/persons/37253680), 

1 National research university Higher school of economics, Moscow, Russia

2Pushchino Radio Astronomy Observatory ASC LPI, Pushchino, Russia
References 
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20. Development of a natural language interface for interaction with Linked Open Data/Разработка естественно-языкового интерфейса для взаимодействия с Системой взаимосвязанных открытых данных
Abstract: During last decade, a big data system has emerged called Linked Open Data (LOD). This system can be imagined as a huge marked graph. It is composed of elementary graphs representing the triples of the language RDF (Resource Description Framework). For interaction with LOD, a special request language SPARQL has been developed. The role of SPARQL for LOD is similar to the role of the language SQL for the interaction with relational databases. For mastering the main constructions of SPARQL, it is necessary to have a background in informational languages. That is why it is important to develop natural language interfaces for interaction with LOD. The idea of the work is to develop a transformer from a concrete natural language (for instance, English, German, or Russian) into the language SPARQL. The algorithm of transformation to be developed should use the formal means for representing the input, intermediate, and output data. For building a semantic representations (SR) of a request, the algorithm is to use the theory of K-representations (knowledge representations) – the only theory today being convenient for constructing SR of arbitrarily complex texts. The algorithm also uses a compact formal model of a linguistic database.
References
1.      Hladky, D. and Maltseva, S.V. Linked Data Paradigm for Enterprises: Information Integration and Value Chain // Business Informatics. A scientific-practical journal of National Research Univ. Higher School of Economics (HSE). 2013, No. 2 (24), p. 3-12.
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4.      Wang C., Xiong M., Zhou Q., Yu Y. PANTO: a portable NL-interface to ontologies 4th European Semantic Web Conference Proceedings. Springer, 2007, pp. 473-487.
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6.      Fomichov, V.A.: Theory of K-representations as a Comprehensive Formal Framework for Developing a Multilingual Semantic Web. Informatica. An International Journal of Computing and Informatics  34 (3), 387-396 (2010b). 
Supervisor: Vladimir A.Fomochoiv
21. Development of a semantics-oriented approach to discovering events' descriptions in natural language texts / Разработка семантически-ориентированного подхода к обнаружению описаний событий в естественно-языковых текстах
Abstract: The work should propose a new approach to the development of algorithms for discovering significant business events' descriptions in natural language texts. The principal theoretical result is to be the development of an original, broadly applicable algorithm.  It should use the formal means for representing the input, intermediate, and output data. For building a semantic representations (SR) of a request, the algorithm uses the theory of K-representations (knowledge representations) – the only theory today being convenient for constructing SR of arbitrarily complex instructions. The algorithm also uses a compact formal model of a linguistic database.
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1.      Lei Y., Uren V., Motta E. SemSearch: A Search Engine for the Semantic Web. S. Staab and V. Svatek (Eds.), EKAW 2006 - Proc. 15th Intern. Conf. on Knowledge Enguineering and Knowledge management, 2-6 Oct. 2006, Podebrady, Czech Republic. Lecture Notes in Artificial Intelligence. Berlin, Heidelberg: Springer, 2006, vol. 4248, pp. 238-245. 
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Supervisor: Vladimir A.Fomochoiv
22. Automatic transformation of knowledge pieces' natural language descriptions into the collections of OWL-expressions/Автоматическое преобразование естественно-языковых описаний фрагментов знаний в наборы выражений языка OWL
Abstract: During last decade, the researchers in various scientific-technical centres in the world have created a big family of Web-based ontologies (knowledge bases) in many thematic domains. For representing knowledge pieces, they mainly used the language of developing ontologies OWL (Ontology Web Language), created under the framework of very large-scale Semantic Web project. The volume of efforts for constructing ontologies is so high that we need to have a way of automatically doing this. This way is automatic extraction of knowledge from texts in natural language (the union of English, Russian, German, French, Chinese, Japanese, and many other languages). The principal theoretical result is to be the development of an original, broadly applicable algorithm transforming natural language descriptions of knowledge pieces into the collections of OWL-expressions.  For building a semantic representations (SR) of an input text, the algorithm uses the theory of K-representations (knowledge representations) – the only theory today being convenient for constructing SR of arbitrarily complex texts. The algorithm also uses a compact formal model of a linguistic database. 
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Supervisor: Vladimir A.Fomochoiv
23. Современное информационное общество: проблемы информационной перегрузки и информационного взрыва / Modern Information Society: Information overload and Information explosion problems
Information society is the society in which the economic and cultural life is depending on the information and communication technologies. Its main drivers are digital information and communication technologies, which have resulted in an information explosion and are profoundly changing all aspects of social organization, including the economy, education, health, warfare, government and democracy. Digital transformation describes the changes associated with the application of digital technology in all aspects of human society.

The information explosion is the rapid increase in the amount of published information or data and the effects of this abundance. As the amount of available data grows, the problem of managing the information becomes more difficult, which can lead to information overload. 

Information overload - a situation when you get so much information you are not able to think about it all clearly and it makes you tired and or confused. The advent of modern information technology has been a primary driver of information overload on multiple fronts: in quantity produced, ease of dissemination, and breadth of audience reached. Longstanding technological factors have been further intensified by the rise of social media and the attention economy.

The general causes of information overload include:

· A rapid increase in the production rate of new information

· The ease of duplication and transmission of data across the Internet

· An increase in the available channels of incoming information (e.g. telephone, e-mail, instant messaging, rss)

· Large amounts of historical information

· Contradictions and inaccuracies in available information

· A low signal-to-noise ratio (informally, the ratio of useful information to false or irrelevant data)

· A lack of a method for comparing and processing different kinds of information

The benefits and opportunities of the information society (for public health, welfare, national security, and international influence, etc.) Are there people privacy in the information society? Dealing with information overload.
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Supervisor: Vasily V. Kornilov

24. Технико-экономическое обоснование использования технологии больших данных (на примере конкретной компании или организации) / Feasibility Study on the Use of Big Data Technologies (evidence from any particular company or organization)
Abstract: A feasibility study is an analysis of how successfully a project can be completed, accounting for factors that affect it such as economic, technological, legal and scheduling factors. A feasibility study tests the viability of a project. The goal of a feasibility study is to place emphasis on potential problems that could occur if a project is pursued and determine if, after all significant factors are considered, the project should be pursued. 

In today’s business world, information management, business intelligence and analytics have become critical to compete and thrive. For many companies and businesses, big data is a critical path to develop new products, services and business models. Big data is offering new opportunities to create competitive advantages. It allows companies to use data as a strategic asset, equipping them with pertinent real-time information when making decisions in order to eliminate inefficient operating processes, enhance the customer experience, take advantage of new markets, etc.

The purpose of the study can be to determine feasibility of using big data technologies and analytics in practice (evidence from any particular company or organization). What types of data can bring an added value? Is there a clear and practical methodology for retrieving, collecting and analyzing this (big) data that present some important differences from traditional methods of data analysis? What are the best practices in similar projects for big data analytics? Provide draft recommendations on how these big data technologies can be integrated in business model.
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25. Domain adaptation using neural networks /Использование нейронных сетей для адаптации в обучении 
Practical machine learning often involves handling small datasets. This restricts usage of powerful models such as neural networks. Although large datasets (that are somehow similar) are often available and can help solving the original problem. For example, one can use classification model trained on Wikipedia pages to classify small enterprise documents. It is known that neural networks are well fitted for such problems. This work includes learning essentials of neural networks; research on domain adaptation with neural networks; empirical comparison of these approaches on available datasets.

Yosinski, Jason, Jeff Clune, Yoshua Bengio, and Hod Lipson. “How transferable are features in deep neural networks?.” http://papers.nips.cc/paper/5347-how-transferable-are-features-in-deep-neural-networks
Supervisor: Sergey Lisitsyn
26. Multi-task learning using neural networks /Использование нейронных сетей для многозадачного обучения 
One of promising subfields of machine learning is multitask learning. This way of learning is based on solving multiple similar problems at the same time. The approach is often helpful as different models may ‘help’ each other. For example, it is known that a person that speaks a few languages learns new languages faster. Architectural flexibility of neural networks fits multitask learning quite well. This work includes learning essentials of neural networks and modern approaches for multitask learning. Practical part of the work includes empirical research of multitask learning techniques using open datasets.

Sebastian Ruder. “An Overview of Multi-Task Learning in Deep Neural Networks”, https://arxiv.org/pdf/1706.05098.pdf
Supervisor: Sergey Lisitsyn
27. Comparison of fastText and word2vec for text classification / Сравнение fastText и word2vec для задач классификации текстов 
Lately, machine learning community has shifted to vector models for textual data. This shift started when word2vec was first introduced. The word2vec algorithm enabled us to build effective semantic vector models of natural languages. The fastText algorithm is a further improvement which also considers syntax similarities of words. This work includes learning basics of vector models for natural languages and empirical comparison of the methods using available datasets.

FastText and Gensim word embeddings https://rare-technologies.com/fasttext-and-gensim-word-embeddings/
Supervisor: Sergey Lisitsyn
28. Finding Patterns in Big Data / Нахождение закономерностей в системах больших данных
Abstract: In many applications accumulating data is unknown or unclassified. It is a challenge to classify this data without a priori knowledge. This thesis explores the currently available methods to find regularities in the data and test the techniques on the publicly available data sets or the data sets of interest.
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5. Conrad Carlberg.  Predictive Analytics: Microsoft Excel. Que Publishing, 1 edition, 2012.

Supervisor: Maria S. Poptsova
29. Problems of Classification in Big Data / Проблемы классификации систем больших данных
Abstract: Classification algorithms were developed for reasonably medium sized data. In this thesis we explore the size of the data sets and the properties of predictors on classification accuracy. The work should be done on the publicly available data sets or the data sets of interest.
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30. An Ensemble Approach in Predictive Modeling / Методы построения ансамблей в предсказательном моделировании
Abstract:  Ensemble method techniques use the results of multiple models in combination. Research has shown that model’s accuracy is considerably increased by applying an ensemble method approach to predictive modeling. The aim of this work is to explore an ensemble approach in predictive modeling and test it on the available data sets of interest. The work should be done on the publicly available data sets or the data sets of interest.
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31. A Comparative Analysis Of Unsupervised Classification Techniques / Сравнительный анализ методов классификации без учителя
Abstract:  The aim of this work is to compare different predictive data-mining techniques (both linear and nonlinear) on different data sets. The data must have a combination of the following characteristics: few predictor variables, many predictor variables, highly collinear variables, very redundant variables and presence of outliers. The work should be done on the publicly available data sets or the data sets of interest.
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32. A Predictive Random Forest Model on Bioinformatics Data / Предсказательная модель “Случайный лес” в применении к биоинформатическим данным

Abstract: Cancer research accumulated an enormous amount of Big Data in Bioinformatics. The aim to this work is to apply Random Forest Model to predict the number of cancer mutations depending on tissue and various epigenetic factors. 
References: 

1. Max Kuhn,  Kjell Johnson. Applied Predictive Modeling. Springer, 2013.

2. Eric Siegel, Thomas H. Davenport. Predictive Analytics: The Power to Predict Who Will Click, Buy, Lie, or Die. Wiley, 1 edition, 2013

3. Thomas W. Miller. Modeling Techniques in Predictive Analytics: Business Problems and Solutions with R. FT Press, 1 edition, 2013.

4. Foster Provost, Tom Fawcett.  Data Science for Business: What you need to know about data mining and data-analytic thinking. O'Reilly Media, 1 edition, 2013. 

5. Conrad Carlberg.  Predictive Analytics: Microsoft Excel. Que Publishing, 1 edition, 2012.

Supervisor: Maria S. Poptsova
33. House Value Prediction using Machine Learning Methods / Предсказание стоимости домов с помощью методов машинного обучения (Kaggle Competition Project)

Abstract: With 79 explanatory variables describing almost every aspect of residential homes in Ames, Iowa, this aim of this work is to build a predictive model of the final price of each home.
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34. Predicting Flu Propagation and Severence / Предсказание границ распространения гриппа и степени его тяжести (Kaggle Competition Project)

Abstract:  The objective of this thesis is to build an algorithm that helps predict where the occurrence, peak and severity of influenza in a given season.
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35. Predictive Modeling with Kaggle Competition Data Sets (https://www.kaggle.com/datasets)

Abstract: The Kaggle Competition (https://www.kaggle.com) offers a wide range of competitions for Master-level participants. A student can choose to build a predictive model for any data set of interest.
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3. Thomas W. Miller. Modeling Techniques in Predictive Analytics: Business Problems and Solutions with R. FT Press, 1 edition, 2013.

4. Foster Provost, Tom Fawcett.  Data Science for Business: What you need to know about data mining and data-analytic thinking. O'Reilly Media, 1 edition, 2013. 

5. Conrad Carlberg.  Predictive Analytics: Microsoft Excel. Que Publishing, 1 edition, 2012.

Supervisor: Maria S. Poptsova
36. Cellular network quality monitoring service development with Big Data methods, techniques and tools / Разработка сервиса мониторинга качества покрытия мобильной сети с помощью методов и технологий Больших данных.

Abstract: In high competitive sphere like mobile telecommunications, it becomes crucial for mobile operators to provide more stable and qualitative coverage area. Companies should react very fast to any problems and lags on the network. Nowadays there is no service that could analyze Big Data flows from base stations and visualize the problem areas that should be improved.
References 

1. Fundamentals of Cellular Network Planning and Optimisation – 2G/2.5G/3G... Evolution to 4G  Ajay - R. Mishra, 19.11.2004, John Wiley & Sons

2. Control and Quality-of-Service Provisioning in High-Speed Microcellular Networks - Anthony S. Acampora, Mahmoud Naghshineh

3. Radio Network Planning and Optimisation for UMTS - Jaana Laiho, Achim Wacker, Tomáš Novosad, 1.05.2006, John Wiley & Sons

4. Big Data in Exploration and Production: Real-Time Adaptive Analytics and Data-Flow Architecture - Michael R Brule, 2013

5. Fundamentals of Stream Processing: Application Design, Systems, and Analytics -  Henrique C. M. Andrade, Buğra Gedik, Deepak S. Turaga, 02.2014

Supervisor: Ekaterina Filimonova

37. Duplicate detection for search index/Поиск дубликатов документов в индексе поисковой системы

Abstract: Research and development of methods for finding similar documents when building an index of the information retrieval system.
References
1. Bassma S. Alsulami, Maysoon F. Abulkhair, Fathy E. Eassa. Near Duplicate Document Detection Survey.

2. Andrei Z. Broder. Identifying and Filtering Near-Duplicate Documents.

3. S. Büttcher, C. L. A. Clarke and G. V. Cormack.  Information Retrieval: Implementing and Evaluating Search Engines (MIT Press)

38. Stemming/Morphology for inflectional languages/Автоматический морфологический анализ для флективных языков
Abstract: Research and development of methods for automatic morphology analysis of word forms of natural languages. Research in stemming algorithms for Indo-European languages.
References
1. S. Büttcher, C. L. A. Clarke and G. V. Cormack.  Information Retrieval: Implementing and Evaluating Search Engines (MIT Press)

2. Garrett Nicolai, Grzegorz Kondrak. Leveraging Inflection Tables for Stemming and Lemmatization.

3. Navanath Saharia, Kishori M. Konwar, Utpal Sharma , and Jugal K. Kalita. An improved stemming approach using HMM for a highly inflectional language
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