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1. Big Data as a Service (BDaaS) Model for Small Enterprises
Abstract: Among the main trends of the development of technologies for big data analysis leading research agencies have noted a tendency to create services based on big data (BDaaS), including adaptive, customer-oriented services to make analytical solutions more accessible, to ensure widespread adoption of analytics in various spheres of activity.

The BDaaS market is expected to grow from USD 1.8 Billion in 2015 to USD 7.0 Billion in 2020 at a CAGR of 31.5% during the forecast period (MarketsandMarkets).

The BDaaS market is broadly segmented into, by types solution: Hadoop-as-a-Service, Data-as-a-Service, and Data Analytics-as-a-Service; by deployment model: public cloud, private cloud, and hybrid cloud; by organization size: small and medium sized and large enterprises; by vertical: Banking, Financial Services and Insurance (BFSI), healthcare and life sciences, retail and consumer goods, manufacturing, travel and hospitality, IT and telecommunication, media and entertainment, and other verticals; and by region: North America, Asia-Pacific (APAC), Europe, Latin America, and Middle East and Africa (MEA). 

References:

Pushpak Sarkar.  Data as a Service: A Framework for Providing Reusable Enterprise Data Services 1st Edition.  Wiley-IEEE Computer Society Pr; 1 edition (August 24, 2015)
A framework for big data as a service   https://ieeexplore.ieee.org/document/7251921
Supervisor: Svetlana V. Maltseva

2. Agility and virality in modern business architecture 

Abstract: Agility is one of the modern properties to be successful business architecture in response to quick market change. It describes possibilities of the positive effects while social media marketing and enables users massively try and share positive references about the product or service. Recent success of popular apps such as MSQRD, PRISM and many others demonstrate how important is the integration between information systems, business demands and staff psychology. Despite of already existing competitors, some researchers claim that the virality was the decisive factor for their success, its spread looked more like a flash-mob than a planned marketing campaign. 

In this course work student is expected to integrate case study material from various (mostly business) literature and create a set of recommendations for a start-up.

This hottest topic lays a good background for further master thesis and PhD dissertation worldwide.  It gives lots of tacit knowledge that one could apply starting own company or promoting products or services.

References:

Zykov S., Gromoff A., Kazantzev N. Software engineering for enterprise system agility, IGI Global, Chapter 3,5, USA, 2019
https://books.google.ru/books?hl=ru&lr=&id=z_VBKjscPLkC&oi=fnd&pg=PP2&dq=Virality+of+modern+business+models&ots=IxqpCqXbk0&sig=0ri01YyXfU1h24flGkli22xi7Eo&redir_esc=y#v=onepage&q&f=false 

https://www.amazon.com/Invisible-Influence-Hidden-Forces-Behavior/dp/1476759693/ref=as_li_ss_tl?ie=UTF8&linkCode=sl1&tag=jbsite-20&linkId=11406899823cffd33264b6d0ea568c6f
https://www.amazon.com/Contagious-Things-Catch-Jonah-Berger/dp/1451686579/
Supervisor: A.Gromoff

3. Subject oriented approach to (big) Data-intensive workflows in aerospace industry (running project)

Abstract: Subject-oriented business process management  (S-BPM) refers to a formal notation system for describing and executing business processes. In this system, the focus is on the subject or individual actor. S-BPM differs from other modelling languages in its low number of modelling symbols and close approximation of natural language—and therefore its similarity to the way people generally gather information, think and communicate. With this focus on the subject, actors can model their processes from a first-person perspective and experience them immediately. Because S-BPM processes can be executed immediately after modelling.

In this work a student is expected to find intersections between topics of S-BPM and Big Data. Would processing Big Data influence models built around employees and customers ? Student is expected to draw a set of S-BPM models for the cases of Big Data application in the aerospace industry. 

References:

1.     Fleischmann, Albert, et al. Subject-oriented business process management. Springer Publishing Company, Incorporated, 2014.
2.     https://www.metasonic.de/en/s-bpm
3.     Schiefer, Josef, et al. "Process information factory: a data management approach for enhancing business process intelligence." e-Commerce Technology, 2004. CEC 2004. Proceedings. IEEE International Conference on. IEEE, 2004.
4.     Fleischmann, Albert, et al. "Subject-oriented modeling and execution of multi-agent business processes." Proceedings of the 2013 IEEE/WIC/ACM International Joint Conferences on Web Intelligence (WI) and Intelligent Agent Technologies (IAT)-Volume 02. IEEE Computer Society, 2013.

Supervisor: A.Gromoff

4. Social reflection in modern trends of Digital Transformation

Abstract: In today literature many aspects of social mass, economy and modern technologic interrelations were studied and observed, but several aspects such as readaptation of elder part or reeducation of younger workless part and others concerns are either weakly touched or even skipped from observation and consideration. As well problem of semantic unevenness in communication between different social classes is marginal. Thus, the work is dedicated to consider mentioned problem and aspects of modern life. 

In this work a student is expected to provide wide scale literature overview and to find intersections between mentioned topics and development of the initiatives Industry 4.0, Digital Transformation and Digital Economy.

 References:

Zykov S., Gromoff A., Kazantzev N. Software engineering for enterprise system agility, IGI Global, Chapers 3,4,5, USA, 2019
Lowall A., Schalter T., Reicheit D., Role and Rights Management, in S-BPM in the Wild (edts Fleishman S., Schmidt W., Stary Ch.), Springer open 2015

Supervisor: A.Gromoff

5. An approach to interlaying modeling of business process in administrational governance.

Abstract: Modern methods of BP modelling are mainly overwhelmed with broad and often useless notation, as long some can be too laconic and abstract for mere mortal users. In the work an attempt to join best practices from subject oriented use and from graffiti icon construction is presented to simplify the process of modelling and adaptation to process management in the circle of employee of administrational governance, were lack of time for reeducation and well-established rules/habits are main obstacles for effective implementation of process management principals.

In this work a student is expected to provide an attempt to develop new method of process description and thus modeling on the platforms of S-BPM and macro-joined pictograms.

Reference:

Fleischmann, A., et al. Subject-oriented business process management. Springer Publishing Company, Incorporated, 2014.
Becker J., Pfeiffer D., Rackers M. Domain specific process modelling in public administration – The PICTURE approach, Electronic government 6th international conference, EGOV 2007, Regensburg (eds. Welmmer M., Scholl J.)
Supervisor: A.Gromoff

6. Big data Analysis and Industry 4.0 / Smart Manufacturing

Abstract: Industry 4.0 represents the backbone of 4th industrial revolution that is envisioned to transform conventional manufacturing and supply chains into networks of interconnected cyber-physical systems (smart factories) that reduces the dependence on human labour and outsourcing necessity. The benefits of such solutions comprise the raise of productivity, enforced robotization, supply chain transparency and sustainability, elimination of child labour, real-time quality assurance and mass customization.  

Industry 4.0 is driven by interconnectivity due data sensors that connect production lines and allow injecting customer preferences directly into the product assembly. However, the collections of data from sensors are left unanalysed caused by the lack of industrial evidence, cost-benefit analysis and reported gains.  Big Data Systems in the Industry 4.0 solutions might provide new insights and improve the efficiency of decision making that represents a research gap in this area.

The task for student here would be:

1) To make an overview of academia and industrial sources about Industry 4.0, Big Data and the intersection of both 

2) To select the gap that would define his/her unique research stream and the applicable research methods together with the supervisor

3) To work in a tight collaboration with a supervisor (ideally a sprint = 1week) to execute the study

This hottest topic lays a good background for further master thesis and PhD dissertation worldwide.  It gives lots of tacit knowledge that one could apply starting own company or promoting products or services.

References:

1.  Hermann, M., Pentek, T. and Otto, B., 2016, January. Design principles for industrie 4.0 scenarios. In System Sciences (HICSS), 2016 49th Hawaii International Conference on (pp. 3928-3937). IEEE.

2. Kagermann, H., 2015. Change through digitization—Value creation in the age of Industry 4.0. In Management of permanent change (pp. 23-45). Springer Gabler, Wiesbaden. 

3. Anna, K. and Nikolay, K., 2015. Survey on big data analytics in public sector of russian federation. Procedia Computer Science, 55, pp.905-911.

4.  Fay M., and Kazantsev N., 2018. When Smart gets Smarter: How Big Data Analytics Creates Business Value in Smart Manufacturing. ICIS 2018 Proceedings 

Supervisor N.Kazantsev

7. Big data Analysis and Blockchain

Abstract: Blockchain represents the emerging area of research comprising various protocols of constructing decentralised ledger in industries. Whilst being implemented, such solutions lack transaction speed and new ways to increase its efficiency. In particular, (big) data generated in industries might be analysed and applied for improving certain characteristics of decentralised ledger solutions. 

The task for student here would be :

1) to select one or several industries (e.g. aerospace, automotive, telecommunications...  ) where Block chain solution is (planned to be) implemented
2) to make an overview of academia and industrial sources about Blockchain, Big Data and the intersection of both 
3) To select the gap that would define his/her unique research stream and the applicable research methods together with the supervisor

4) To work in a tight collaboration with a supervisor (ideally a sprint = 1week) to execute the study
This hottest topic lays a good background for further master thesis and PhD dissertation worldwide.  It gives lots of tacit knowledge that one could apply starting own company or promoting products or services. 
References:
1. Mendling, J., Weber, I., Aalst, W.V.D., Brocke, J.V., Cabanillas, C., Daniel, F., Debois, S., Ciccio, C.D., Dumas, M., Dustdar, S. and Gal, A., 2018. Blockchains for business process management-challenges and opportunities. ACM Transactions on Management Information Systems (TMIS), 9(1), p.4.

Supervisor N.Kazantsev

8. Ethics of Big data Analysis 

Abstract: The mass amount of individual data collected and operated by individuals raises concerns of policy-makers. The recent GDPR policy represents the increasing awareness that European Union has about Big Data Analytics in companies. The recent cases about potential election interference in the US, Huawei spying scandal and many others recalls for ethical consideration of data classification, information privacy and sustainable data management. 

The task for student here would be :
1) to select one or several industries (e.g. aerospace, automotive, telecommunications...  ) where Big data is collected 
2) to make an overview of academia and industrial sources about Information Privacy, Big Data Ethics and the intersection of both 
3) To select the gap that would define his/her unique research stream and the applicable research methods together with the supervisor

4) To work in a tight collaboration with a supervisor (ideally a sprint = 1week) to execute the study
This hottest topic lays a good background for further master thesis and PhD dissertation worldwide.  It gives lots of tacit knowledge that one could apply starting own company or promoting products or services. 
References:
1. Cadwalladr and Graham-Harrison, 2018 “Revealed: 50 million Facebook profiles harvested for Cambridge Analytica in major data breach”  URL: https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-influence-us-election.
2. Giber, L. (2016). Ethical framework of big data application. In Proceedings of International Conference Information Systems 2016 (pp. 1-6). URL: https://aisel.aisnet.org/cgi/viewcontent.cgi?article=1010&context=sigbd2016
Supervisor N. Kazantsev

9. Big data Systems in the selected industry/company 

Abstract: The application of Big Data Analytics has crossed almost all industrial borders and is being adopted by the major large-scale companies and governments. Currently, there is a scarcity on research on industrial differences of Big data application, i.e. How these kind of systems are being installed, how they are utilised, what are the strengths and weaknesses, threats and opportunities, benefits and barriers that exist whilst their life-cycle.

The task for student here would be:
1) to select one or several industries (e.g. aerospace, automotive, telecommunications...  ) where Big data is collected 
2) to make an overview of academia and industrial sources about Big Data Application in different industries 
3) To select the gap that would define his/her unique research stream and the applicable research methods together with the supervisor

4) To work in a tight collaboration with a supervisor (ideally a sprint = 1week) to execute the study
This hottest topic lays a good background for further master thesis and PhD dissertation worldwide.  It gives lots of tacit knowledge that one could apply starting own company or promoting products or services. 
References:
Chen, C. P., & Zhang, C. Y. (2014). Data-intensive applications, challenges, techniques and technologies: A survey on Big Data. Information Sciences, 275, 314-347.

Proceedings Special Interest Group of Big Data Application at the International Association for Information Systems (AIS)  https://aisel.aisnet.org/sigbd/ 

Supervisor N. Kazantsev

10. COGNITIVE AND INTELLIGENCE DECISION MAKING TOOLS SUPPORTING GOVERNENCE AND STRATEGIC CONTROL OF COMPLEX SYSTEM DEVELOPMENT 

Abstract: Modern decision maker’s situation is characterized not only by rapid variability, by the interaction of many diverse and interdisciplinary factors, but also by the presence of active stakeholders whose beliefs and interests lead to  variety of the directions of the  situation development. The decision making on governance of complex socio-economic system and situation (socio-political, cultural, economical and other ) mostly depends on collective decision making, experts experience and available information analysis. In the field of enterprise governance or public administration including  the formation of strategy or public policy (government policy making), governance in condition of strategic development becomes increasingly important along with traditional management.  Management is the attainment of organizational goals in an effective and efficient manner through planning, organizing, leading, and controlling organizational resources. Governance denotes other activities, mainly related to goal setting and monitoring (monitoring). Governance ensures that stakeholder needs, conditions and options are evaluated to determine balanced, agreed-on system objectives (goals) to be achieved; setting direction through prioritization and decision making; and monitoring performance and compliance against agreed-on direction and objectives. 

There are varieties of challenges for solve typical task in governance cycle(goal-setting based on external environment prediction and positioning in space of stockholders interest , analysis of existing system sate and finding-out a trajectory of strategy goals achievements, planning direction of tactic activities, implementation of plan and feed-back analysis for further strategic step)   in condition of complex rapidly changed situations: 

Inhomogeneity of information about a situation connected with differences in quality and quantity of information about situation hampering the application of typical statistical methods of analysis for reveal factors determining situation. (for instance, political, economic, technological and so on). 

Uncertainty that call by rapid condition changes, variety of possible scenarios of future development.  Uncertainty of development goals of ill-structured system and criteria for choosing control solution can also be noted. As a rule, dissatisfaction with current condition of system is realized by an individual, but his knowledge of causes and possible means of changing situation in ill-structured system are fuzzy and conflicting. Formalization of fuzzy representations is one of the main problems that have to be solved while developing models and methods of making decisions in ill-structured situations. 

Another difficulty consists in that subjects of governance have to manipulate qualitative information in form of hypotheses (assumptions), intuitive concepts, and semantic images. Numerous studies of decision making processes confirm that the subject of control is unusual for thinking and making decisions only in quantitative terms. He thinks mainly qualitatively and sees the solution finding process as, first of all, searching of solution idea, where quantitative estimations play auxiliary role. 

Lack of time for the working-out decision based on deep analysis It is also important to take into account that the subject of control very often has to make decisions in permanently varying conditions and limited endurance

Despite on rapidly growth of data volume describing system and processes and technological and analytical tools for its analysis, listed challenges have not lost their relevance and just have been transformed. With modern tools It seems to construct a supporting system that almost automatically clarify knowledge about problem, recommend significant variables. With processes automation and information development of society we got to big data set, produced by state or enterprise information system, internet. However the problem of lack information has not been solved. We got another problem with skewness in data, with unintegrated data and with quality of data. Existing decision support systems focus on amateurs but decision maker and problem solver are not supported by modern system. This leads to resistance to implement of analytical tools and made decisions do not taking to account results obtained in analytical  system. Discrepancy between decision makers, problem solvers and confidence level of experts to results of analytical information systems will grow. Therefore, the level of maturity of information system doesn’t support decision making in holistic  cycle of development governance.   

This situation has resulted in necessity of creation of integrated systems of support of goal setting process and making of administrative decisions when working out a strategy of system development. Decision support systems supported development governance should be based: 

on cognitive approach  used (i) to support collective deep insight (in opposite deep search) based semantic recognizing under influence experts model of situation representation and (ii) to embedded possibility of cognitive control in process governance problem solving;

self-organization principals used (i) to consider the governance processes in space of interrelation of stakeholders interest and then (ii) to provide assembling of decision making tools involving in governance processes by active stakeholders’ through the use of new information and communication technologies (Internet of Things (and everything), Blockchain, Big data tools and other ).

Considering the foregoing, the following topics are suggested for students' studies in course and diploma theses:

Tools for strategy correction in condition of changing business environment

Week signal revealing based on big data tools.  

Analysis of complex system development  based on fuzzy-cognitive mapping

Supervisor: Zinaida K. Avdeeva

11. TOOLS FOR STRATEGY CORRECTION IN CONDITION OF CHANGING BUSINESS ENVIRONMENT/Инструменты коррекции стратегии развития системы в режиме отслеживания изменений во внешней среде 
Abstract: The study raleted with problem of strategy monitoring and following correction of strategy because of exernal environment change and lead to problem of goals achivment.  It need to develop approach to strategy control based on revealing the problem situation (considered as deviation between goals state and achievable state in existing condition) and solving it in whole cycle of external and internal changes monitoring.

In general, the control of system can be represented as construction of strategy for the system development, defining the main goals and general directions for their reaching, and its implementation. Revealing the system development problems influencing negatively achievement of strategic control goals is one of the key stages of construction of strategy.

Thus, the control problem consists in transfer of system into one of a nearest state corresponding to goal image. At that, the proposed approach allows determining the system state in both values of model factors and rates of factor changes. We presents the general scheme of method for strategy monitoring  on the base of linear dynamic models on the base of cognitive map in regard to business systems .  

Strategic monitoring plays one of the key roles in a cycle of supporting the formation, implementation and correction of the socio-economic system (SES) (industrial enterprises, corporations, cities, etc.) development. Its main purpose is to monitor the achievement of strategic goals of a system development in a changing external environment. Strategic monitoring is aimed at the timely detection of (1) favorable and unfavorable changes in the external environment, and (2) changes in the system properties (its strengths and weaknesses), which may affect the implementation of the adopted development strategy.

Considering complexity, weak formalizability of modern situations, on the one hand, strategic management experts note the necessity of expansion of the corresponding scientific and methodical support. On the other hand, methods of analysis and forecasting of system development on the basis of  casual models, have proven to be pretty effective. Casual model (for example, cognitive map of a situation) is a model representing the expert knowledge of a situation in the form of structure of causal influences. 

 Literature: 

Avdeeva Z., Kovriga S. The technology of the strategic goal-setting and monitoring  of a system development on the basis of cognitive mapping  In: Procedia Computer Science. 4rd International Conference on Information Technology and Quantitative Management, ITQM 2017  -  IN PRINT. 

Avdeeva Z., Kovriga S. (2008). Cognitive Approach in Simulation and Control. Proceedings of the 17th IFAC World Congress, Seoul, Korea, July 6-11, pp. 1613- 1620. 

Avdeeva Z., Kovriga S. Diagnosing of The Problematic Situation in Manufacturing System Development Based-On-Cognitive Map // Manufacturing Modelling, Management, and Control. 2013. Vol. 7, P.1. P. 964-968.

Gubanov, D., Korgin, N., Novikov, D., Raikov, A. (2014). E-Expertise: Modern Collective Intelligence, Springer. Series: Studies in Computational Intelligence, Vol. 558, XVIII, 112 p. 

Kahraman, Cengiz et al. (2008) Fuzzy Multi-Criteria Decision Making -Springer. Pp.380 

Komarov M. M., Avdeeva Z. Customer experience management for smart commerce based on cognitive maps // Annals of Data Science. 2016

Supervisor: Zinaida K. Avdeeva

12. WEEK SIGNAL REVEALING BASED ON BIG DATA TOOLS/Выявление слабых сигналов изменения ситуаций на основе инструментов работы с большими данными 

Abstract: For the problem solving there are hard and soft approaches to system modeling, monitoring. At that, ill-conditioned systems are characterized by problems that hardly can be extracted from analyzed control situation. This limits applicability of traditional methods for finding optimal (or even satisfactory) solution to control problems for such systems. In this process, we consider the intelligent activity of problem solver who should deep insight in problem situation of system under control and could offers a strategic decision based on analysis different scenarios. Problem solver is considered as a group expert thus we have to analysis and monitor a lot of information source: expert opinions and big data sets. 

The characteristic feature of ill-structured system analysis consists in that the process of preparation and making decisions on control of ill-structured system is, as a rule, a group activity. Each participant of this process represents problem situation based on “his own” inherent representations and knowledge of situation (images, models of world). An image of world includes a set of convictions, perceptual features, cost and practical rules of an individual that guide his activity and influence the process of problem situation resolution. Thus, decision preparation and making in control problems for ill-structured systems should be considered as complex intellectual process of problem resolution that cannot be reduced to solely rational choice. With modern tools It seems to construct a supporting system that almost automatically clarify knowledge about problem, recommend significant variables. With processes automation and information development of society we got to big data set, produced by enterprise information system, internet. However the problem of lack information has not been solved. We got another problem with skewness in data, with unintegrated data and with quality of data. 

Information overload and information lack exist simultaneously. 

Basic principal of big data approach to statistical data analysis leads to loss possibility of weak signal analysis. In case of complex system development except for typical scenarios unexpected can be actualized. From the point of view supporting IT-system it’s needed only monitor of changes of putted factors of expert’s scenario. Our practical experience shows disadvantages of data-mining tools without supervising model, which can only reveal statistically significant influences, factors, or data clusters in general. 

The significance problem for analytical decision making is problem of data quality. For the data cleansing spend huge resources, but it is fact that more than 40% from total volume of data is “dirty”. There are variety of industrial tools to data cleansing from syntaxes mistakes and mistakes with missing data, but it remain time-consuming.  There are two major reason of dirtiness of data: human induced (directly or indirectly embedded in IS especially in interface for data input); machine induced (technical interrupt leading to appear mistakes on a stage of data saving, updating.  

It is important to note that the observed factors of the situation are heterogeneous, and accordingly, they have different arrays of accumulated data and information that can not use similar monitoring tools.

In the present conditions of increasing instability and the speed of changes in situations, it is increasingly difficult to predict the nature of these changes and respond in a timely manner to them. Therefore, the development of approaches to monitoring as systematic monitoring of the system parameters with the purpose of revealing weak signals - early and odd signs of the onset of crisis situations, events that are essential for the development of the system - is becoming more important. (The concepts of weak and strong signals, as well as related levels of awareness of imminent changes, were introduced by I. Ansoff [5].)

In the framework of studies conducted to monitor the effect of weak effects of changes in observed factors.

 Literature: 

Avdeeva Z., Raikov A., Ermakov A. Big Data Refining on the Base of Cognitive Modeling // IFAC-PapersOnLine. 2016. Vol. 49. No. 32. P. 147-152. doi
Ansoff, I. H. Implanting strategic management. New Jersey: Prentice Hall. 1984.

 Ansoff, I. H. Managing strategic surprise by response to weak signals. California Management Review, 18(2), 21-33. 1975.

Ansoff, Igor. Implanting Strategic Management. Prentice // Hall International Inc. 1984.

Cooper A. Weak Signals and Text Mining I – An Introduction to Weak Signals. URL: http://blogs.cetis.org.uk/adam/2011/05/12/weak-signals-andtext-mining-i-an-introduction-to-weak-signals/

Christos Ch., Awais R. and Paul J. Taylor. Weak Signals as Predictors of Real-World Phenomena in Social Media // 2015 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining (ASONAM). Pp. 864-871. DOI: 10.1145/2808797.2809332

Ponomareva Julia V., Sokolova Anna V.. The identification of weak signals and wild cards in foresight methodology: stages and methods // Working papers. Series: Science, Technology and Innovation. National Research University Higher School of Economics. WP BRP 46/STI/2015. 2015. 26 p.

Tabatabaei N.. Detecting Weak Signals by Internet-Based Environmental Scanning // Waterloo, Ontario, Canada, 2011.

Yoon, J. Detecting weak signals for long-term business opportunities using text mining of Web news // Expert Systems with Applications, 39(16), 2012. 12543-12550.

Supervisor: Zinaida K. Avdeeva

13. ANALYSIS OF COMPLEX SYSTEM DEVELOPMENT  BASED ON FUZZY-COGNITIVE MAPPING 

Abstract: For decision making on governance of complex socio- economic system, the key roles play a problem situation structuring and the finding-out significant factors of external environments of system. This process mostly depends on expert experience and available information analysis. If we can represent the system by formal model, the process of observing, analyzing of system development and problem identification can be considered as a systematic activity for monitoring of significant changes in external and internal environment, for observing of expert forecasts and analysis of their actuality based on monitoring of factor changes. Based on such systematically activity the strategy correction in holistic control cycle (goal-setting based on external environment prediction, analysis of existing system sate and finding-out a trajectory of strategy goals achievements, planning direction of tactic activities, implementation of plan and feed-back analysis for further strategic step) can be done depend on monitoring of significance changes in terms of influence on strategic goals achievements. With modern tools It seems to construct a supporting system that almost automatically clarify knowledge about problem, recommend significant variables. With processes automation and information development of society we got to big data set, produced by enterprise information system, internet. However the problem of lack information has not been solved. We got another problem with skewness in data, with unintegrated data and with quality of data.

Despite on rapidly growth of data volume describing system and processes and technological and analytical tools for its analysis, the problems of informayion environment have not lost their relevance and just have been transformed. Situations of application of the given approach are related to ill-structured  due to one of listed reasons:  
Lack of information and understanding about significant factors.  
Inhomogeneity of information about a situation connected with differences in quality and quantity of information about situation hampering the application of typical statistical methods of analysis for reveal factors determining situation. (for instance, political, economic, technological and so on).  
The large number of information sources and large stream of information from each source. The typical bid data tools applied for a situation monitoring allow to reveal thousands factors and interconnections between them out of millions but only part of them could use to analysis and simulation of a situation development.  
In case of a new situation experts are main source of knowledge about influencing factors and structure of them interrelations. Big data tools could help to connect a situation model developing from casual beliefs of situation experts with variety of data sources characterizing the changing of factors specified by experts System for support of monitoring and analysis of such situations includes: 

module of formation of an expert network, chatbots system for the extraction of factors and relationships and collecting relevant factors; 

module for search information sources with estimation their relevance to a situation; 

module of intelligent agents for search of information about factors( subjects, events, newsbreaks), for interrelations extraction and the followed evaluation of level of factors change; 

module of knowledge visualization about a situation in the form of dashboards, including the visualization of the structure, dynamics of the significant factors and the forecast.

Cognitive modeling module allows optimizing the control action on a number of factors on the basis of the inverse problem solution on the cognitive box. The inverse problem solution allows to quickly picking a set of control actions on the problem situation, which will ensure optimal achievement of the set goals. 

Literature: 

Avdeeva Z., Kovriga S. (2008). Cognitive Approach in Simulation and Control. Proceedings of the 17th IFAC World Congress, Seoul, Korea, July 6-11, pp. 1613- 1620. 

Avdeeva Z., Kovriga S. Diagnosing of The Problematic Situation in Manufacturing System Development Based-On-Cognitive Map // Manufacturing Modelling, Management, and Control. 2013. Vol. 7, P.1. P. 964-968.

Gubanov, D., Korgin, N., Novikov, D., Raikov, A. (2014). E-Expertise: Modern Collective Intelligence, Springer. Series: Studies in Computational Intelligence, Vol. 558, XVIII, 112 p. 

Kahraman, Cengiz et al. (2008) Fuzzy Multi-Criteria Decision Making -Springer. Pp.380 

Komarov M. M., Avdeeva Z. Customer experience management for smart commerce based on cognitive maps // Annals of Data Science. 2016

Avdeeva Z., Raikov A., Ermakov A. Big Data Refining on the Base of Cognitive Modeling // IFAC-PapersOnLine. 2016. Vol. 49. No. 32. P. 147-152. doi
Supervisor: Zinaida K. Avdeeva

14. Start-up and Configuration BOINC-server and Publics Computing for Big RadioAstronomical Data/ Запуск и настройка BOINC-сервера для публичных вычислений больших массивов  радиоастрономических данных
Abstract: In 2012 the multi-beam feed array became operational on the BSA FIAN radio telescope [1,2,3]. Today it is capable of 24-hour observation using 96 beams in declination in the sky of -8 to +42 degrees (aboutly 40% of the sky) in the 109-111.5 MHz frequency band. The number of frequency bands range from 6 to 32, while the time constants range from 0.1 to 0.0125 sec. While receiving in 32 band mode (plus one common band) with a time constant of 12.5 ms (80 times per second), 33x96x80 four-byte data samples are produced per second, which equates to a daily data production of 87.5 gigabytes (up to 32 terabytes yearly, to this time 70 TB in archives). This data is an enormous opportunity for both short and long-term monitoring of various classes of radio sources (including radio transients), space weather and the Earth's ionosphere monitoring, search for different classes of radio sources, etc.

Ultimately, the multi-beam observations of the BSA of LPI telescope will take advantage of the wide-field survey capabilities to enable the discovery and investigation of variable and transient phenomena from the intra- to the extra- galactical, including flare stars, intermittent pulsars, X-ray binaries, magnetars, extreme scattering events, interstellar scintillation, radio supernovae and orphan afterglows of gamma-ray bursts.
But at this moment we have not good instrument for stream computing of these big data. We need in launch the streaming data on various types of high-performance computing systems, including to create a public system of distributed computing for  thousands of users on the basis of BOINC technology. So, thus instrument can be the BOINC technology [4]. You must start-up, configuring  and run BOINC-server [5] and create client part for it on base some computing and astronomical algorithms (sorting, correlation, Fourier analytics etc. also as some astronomical algorithms). Need skills from You: C++ (preferably also in a Qt environment), Linux,   SQL (MYSQL and Postgresql preferable), good skills also will Perl or/and Python.

The BOINC client for astronomical data from the monitoring survey of the big part of entire sky almost have not analogies.

Scientific adviser: Dr. Samodurov V.A.1,2 (http://www.hse.ru/org/persons/37253680), 

1 National research university Higher school of economics, Moscow, Russia

2Pushchino Radio Astronomy Observatory ASC LPI, Pushchino, Russia
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15.  Development of a natural language interface for interaction with Linked Open Data/Разработка естественно-языкового интерфейса для взаимодействия с Системой взаимосвязанных открытых данных
Abstract: During last decade, a big data system has emerged called Linked Open Data (LOD). This system can be imagined as a huge marked graph. It is composed of elementary graphs representing the triples of the language RDF (Resource Description Framework). For interaction with LOD, a special request language SPARQL has been developed. The role of SPARQL for LOD is similar to the role of the language SQL for the interaction with relational databases. For mastering the main constructions of SPARQL, it is necessary to have a background in informational languages. That is why it is important to develop natural language interfaces for interaction with LOD. The idea of the work is to develop a transformer from a concrete natural language (for instance, English, German, or Russian) into the language SPARQL. The algorithm of transformation to be developed should use the formal means for representing the input, intermediate, and output data. For building a semantic representations (SR) of a request, the algorithm is to use the theory of K-representations (knowledge representations) – the only theory today being convenient for constructing SR of arbitrarily complex texts. The algorithm also uses a compact formal model of a linguistic database.
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16.  Development of a semantics-oriented approach to discovering events' descriptions in natural language texts / Разработка семантически-ориентированного подхода к обнаружению описаний событий в естественно-языковых текстах
Abstract: The work should propose a new approach to the development of algorithms for discovering significant business events' descriptions in natural language texts. The principal theoretical result is to be the development of an original, broadly applicable algorithm.  It should use the formal means for representing the input, intermediate, and output data. For building a semantic representations (SR) of a request, the algorithm uses the theory of K-representations (knowledge representations) – the only theory today being convenient for constructing SR of arbitrarily complex instructions. The algorithm also uses a compact formal model of a linguistic database.
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17. Automatic transformation of knowledge pieces' natural language descriptions into the collections of OWL-expressions/Автоматическое преобразование естественно-языковых описаний фрагментов знаний в наборы выражений языка OWL
Abstract: During last decade, the researchers in various scientific-technical centres in the world have created a big family of Web-based ontologies (knowledge bases) in many thematic domains. For representing knowledge pieces, they mainly used the language of developing ontologies OWL (Ontology Web Language), created under the framework of very large-scale Semantic Web project. The volume of efforts for constructing ontologies is so high that we need to have a way of automatically doing this. This way is automatic extraction of knowledge from texts in natural language (the union of English, Russian, German, French, Chinese, Japanese, and many other languages). The principal theoretical result is to be the development of an original, broadly applicable algorithm transforming natural language descriptions of knowledge pieces into the collections of OWL-expressions.  For building a semantic representations (SR) of an input text, the algorithm uses the theory of K-representations (knowledge representations) – the only theory today being convenient for constructing SR of arbitrarily complex texts. The algorithm also uses a compact formal model of a linguistic database. 
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18. Современное информационное общество: проблемы информационной перегрузки и информационного взрыва / Modern Information Society: Information overload and Information explosion problems

Abstract: Information society is the society in which the economic and cultural life is depending on the information and communication technologies. Its main drivers are digital information and communication technologies, which have resulted in an information explosion and are profoundly changing all aspects of social organization, including the economy, education, health, warfare, government and democracy. Digital transformation describes the changes associated with the application of digital technology in all aspects of human society.

The information explosion is the rapid increase in the amount of published information or data and the effects of this abundance. As the amount of available data grows, the problem of managing the information becomes more difficult, which can lead to information overload. 

Information overload - a situation when you get so much information you are not able to think about it all clearly and it makes you tired and or confused. The advent of modern information technology has been a primary driver of information overload on multiple fronts: in quantity produced, ease of dissemination, and breadth of audience reached. Longstanding technological factors have been further intensified by the rise of social media and the attention economy.

The general causes of information overload include:

A rapid increase in the production rate of new information

The ease of duplication and transmission of data across the Internet

An increase in the available channels of incoming information (e.g. telephone, e-mail, instant messaging, rss)

Large amounts of historical information

Contradictions and inaccuracies in available information

A low signal-to-noise ratio (informally, the ratio of useful information to false or irrelevant data)

A lack of a method for comparing and processing different kinds of information

The benefits and opportunities of the information society (for public health, welfare, national security, and international influence, etc.) Are there people privacy in the information society? Dealing with information overload.
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19.  Технико-экономическое обоснование использования технологии больших данных (на примере конкретной компании или организации) / Feasibility Study on the Use of Big Data Technologies (evidence from any particular company or organization)

Abstract: A feasibility study is an analysis of how successfully a project can be completed, accounting for factors that affect it such as economic, technological, legal and scheduling factors. A feasibility study tests the viability of a project. The goal of a feasibility study is to place emphasis on potential problems that could occur if a project is pursued and determine if, after all significant factors are considered, the project should be pursued. 

In today’s business world, information management, business intelligence and analytics have become critical to compete and thrive. For many companies and businesses, big data is a critical path to develop new products, services and business models. Big data is offering new opportunities to create competitive advantages. It allows companies to use data as a strategic asset, equipping them with pertinent real-time information when making decisions in order to eliminate inefficient operating processes, enhance the customer experience, take advantage of new markets, etc.

The purpose of the study can be to determine feasibility of using big data technologies and analytics in practice (evidence from any particular company or organization). What types of data can bring an added value? Is there a clear and practical methodology for retrieving, collecting and analyzing this (big) data that present some important differences from traditional methods of data analysis? What are the best practices in similar projects for big data analytics? Provide draft recommendations on how these big data technologies can be integrated in business model.

References
Bernard Marr, “Big Data in Practice: How 45 Successful Companies Used Big Data Analytics to Deliver Extraordinary Results,” Wiley, 2016, 320 p.

Bernard Marr, “Data Strategy: How to Profit from a World of Big Data, Analytics and the Internet of Things,” Kogan Page, 2017, 200 p.

Tomasz Tunguz, Frank Bien, “Winning with Data: Transform Your Culture, Empower Your People, and Shape the Future,” Wiley, 2016, 176 p.

Foster Provost, Tom Fawcett, “Data Science for Business: What You Need to Know about Data Mining and Data-Analytic Thinking,” O'Reilly Media, 2013, 414 p.

Russell Glass, Sean Callahan, “The Big Data-Driven Business: How to Use Big Data to Win Customers, Beat Competitors, and Boost Profits,” Wiley, 2014, 224 p.
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20.  Domain adaptation using neural networks /Использование нейронных сетей для адаптации в обучении 
Abstract: Practical machine learning often involves handling small datasets. This restricts usage of powerful models such as neural networks. Although large datasets (that are somehow similar) are often available and can help solving the original problem. For example, one can use classification model trained on Wikipedia pages to classify small enterprise documents. It is known that neural networks are well fitted for such problems. This work includes learning essentials of neural networks; research on domain adaptation with neural networks; empirical comparison of these approaches on available datasets.

Yosinski, Jason, Jeff Clune, Yoshua Bengio, and Hod Lipson. “How transferable are features in deep neural networks?.” http://papers.nips.cc/paper/5347-how-transferable-are-features-in-deep-neural-networks
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21.  Multi-task learning using neural networks /Использование нейронных сетей для многозадачного обучения 
Abstract: One of promising subfields of machine learning is multitask learning. This way of learning is based on solving multiple similar problems at the same time. The approach is often helpful as different models may ‘help’ each other. For example, it is known that a person that speaks a few languages learns new languages faster. Architectural flexibility of neural networks fits multitask learning quite well. This work includes learning essentials of neural networks and modern approaches for multitask learning. Practical part of the work includes empirical research of multitask learning techniques using open datasets.

Sebastian Ruder. “An Overview of Multi-Task Learning in Deep Neural Networks”, https://arxiv.org/pdf/1706.05098.pdf
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22.  Comparison of fastText and word2vec for text classification / Сравнение fastText и word2vec для задач классификации текстов 
Abstract: Lately, machine learning community has shifted to vector models for textual data. This shift started when word2vec was first introduced. The word2vec algorithm enabled us to build effective semantic vector models of natural languages. The fastText algorithm is a further improvement which also considers syntax similarities of words. This work includes learning basics of vector models for natural languages and empirical comparison of the methods using available datasets.

FastText and Gensim word embeddings https://rare-technologies.com/fasttext-and-gensim-word-embeddings/
Supervisor: Sergey Lisitsyn

23.  Machine Learning Techniques for Social Network Analysis 

Abstract:  The present Thesis explores and describes existing machine learning techniques as well as the possibility of their application to the field of Social Network Analysis. 

Supervisor: Olga A. Tsukanova

24.  Big Data Technologies for Social Network Analysis

Abstract:  The present Thesis focuses on various approaches to modeling and analysis of large social networks considering the possible changes in technology stack in an Era of Big Data. 

Supervisor: Olga A. Tsukanova

25. Customer behavior management based on geolocation data / Управление поведением потребителей с использованием их данных геолокации. 
Abstract: Since companies have already begun to digitally transform their existing customer loyalty programs into mobile applications, new approaches and possibilities are resulting. By collecting and processing the mobility patterns of every single customer combined with the delivery of appropriate offers and incentives at the right time and the right place, may form the future’s customer approach. The processing of the customers’ location data may reveal new information and insights from the customer buying behavior
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26. Research on business solutions based on mobility // Исследование бизнеса на основе мобильности

Abstract: Mobility as a resource should be described with description of particular benefits it can give to a particular business processes or complete solutions. Mobility could be internal for the company (e.g. corporate mobility), could be external as part of the major business processes/or as part of the service utilization for the customers. Mobility with data collection techniques and data storage solutions should also be analyzed and described.

References:
Жуков В. И., Komarov M. M., Приемышев А. А. The Behavior of Consumers in the Shop Based on the Data from "Locastor" System, in: 2018 IEEE 20th Conference on Business Informatics (CBI) Vol. 2: Research-in-Progress Papers and Workshop Papers . IEEE Computer Society, 2018. P. 128-133

https://support.sas.com/resources/papers/proceedings13/053-2013.pdf 

https://channels.theinnovationenterprise.com/articles/the-impact-of-mobile-technologies-in-warehousing-distribution 

Supervisor: Mikhail M. Komarov
27. Research on architecture of business solutions based on blockchain // Исследование архитектуры бизнеса на основе блокчейн

Abstract: Description of blockchain should be provided, analysis of existing solutions should be proposed. Particular business solutions should be analyzed/developed with infrastructure requirements analysis and financial analysis of the solution impact.
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Supervisor: Mikhail M. Komarov
28. Big data in retail // Использование больших данных в ритейле

Abstract: Research on different aspects of applications of big data for retails should be performed. Products, services which are based on big data should be described.

(Topic will be co-supervised with Leroy Merlin Vostok expert).

References:

Consumers, Big Data, and Online Tracking in the Retail Industry: A Case Study of Walmart 

Improving Retail Performance with Big Data // Architect’s Guide and Reference Architecture Introduction // Oracle Enterprise Architecture White Paper / February 2015 

etc. – reports on retail big data solutions.

29. Smart parks with big data based solutions // Умные парки с решениями на основе больших данных

Abstract: Big Data Solutions development for the Smart Park. There should be descriptions of architectures, technologies, customer journey maps proposed. Solution should correlate with the Smart park ideas. 

(Topic will be co-supervised with Lancaster University Management School).
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30.  Recurrence quantification analysis technique for detecting extreme events in microblogging social network / Количественный рекуррентный анализ в обнаружении экстремальных событий микроблоггинговых социальных сетях
Abstract: Recurrence quantification analysis (RQA) is a method of nonlinear data analysis for the investigation of dynamical systems. It quantifies the number and duration of recurrences of a dynamical system presented by its phase space trajectory. RQA can be applied to almost every kind of data. It is widely used in physiology, but was also successfully applied on problems from engineering, chemistry, Earth sciences etc. It is intended to obtain a model for detecting extreme events in microblogging social network using recurrence quantification analysis technique.

References:

Recurrence Quantification Analysis. Editors Charles L. Webber, Jr. Norbert Marwan. Springer. 2017

Supervisor: Andrey V. Dmitriev
