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Digital Science
Preface

This book contains a selection of papers accepted for the presentation and discussion at the 2018 International Conference on Digital Science (DSIC’18). This Conference had the support of the Institute of Certified Specialists, Russia, AISTI (Iberian Association for Information Systems and Technologies), and Springer. It will take place at Convention Centre, Budva, Montenegro, October 19–21, 2018.

DSIC’18 is an international forum for researchers and practitioners to present and discuss the most recent innovations, trends, results, experiences, and concerns in the several perspectives of Digital Science. The main idea of this Conference is that the world of science is unified and united allowing all scientists/practitioners to be able to think, analyze, and generalize their thoughts.

DSIC aims efficiently to disseminate original research results in natural, social, art, and humanities sciences. An important characteristic feature of the Conference should be the short publication time and worldwide distribution. This Conference enables fast dissemination, so conference participants can publish their papers in print and electronic format, which is then made available worldwide and accessible by numerous researchers.

The Scientific Committee of DSIC’18 was composed of a multidisciplinary group of 26 experts. One hundred and seven invited reviewers who are intimately concerned with Digital Science have had the responsibility for evaluating, in a “double-blind review” process, the papers received for each of the main themes proposed for the Conference: Digital Art and Humanities; Digital Economics; Digital Education; Digital Engineering; Digital Environmental Sciences; Digital Finance, Business and Banking; Digital Media; Digital Medicine, Pharma and Public Health; Digital Public Administration; Digital Technology and Applied Sciences.

DSIC’18 received 88 contributions from 16 countries around the world. The papers accepted for the presentation and discussion at the Conference are published by Springer (this book) and will be submitted for indexing by ISI, SCOPUS, among others.
We acknowledge all of those that contributed to the staging of DSIC’18 (authors, committees, reviewers, organizers, and sponsors). We deeply appreciate their involvement and support that was crucial for the success of DSIC’18.
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Digital Art and Humanities
Towards Data-Driven Machine Translation for Lumasaaba

Peter Nabende

Department of Information Systems, School of Computing and Informatics Technology, College of Computing and Information Sciences, Makerere University, P. O. Box 7062, Kampala, Uganda
pnabende@cis.mak.ac.ug

Abstract. This paper reports on results from initial efforts towards the application of data-driven machine translation for low-resourced East African languages. In particular, the paper evaluates the application of phrase-based statistical machine translation (PBSMT) and neural machine translation (NMT) for automating translation between Lumasaaba (an East African Bantu language) and English. As expected, the PBSMT approach outperforms the NMT approach on a small Bible-based corpus of parallel sentences. The parallel corpus and the respective machine translation evaluations presented in this paper can be used as baselines for future machine translation quality improvement efforts involving Lumasaaba and other related East African Bantu languages.

Keywords: Phrase-based statistical machine translation Neural machine translation · Lumasaaba

1 Background

There are now numerous and useful applications of Machine Translation (MT) for not only business purposes but also for instant consumer use. Most of the advances and benefits of machine translation have been realized in the context of well-resourced languages. Although there are efforts towards realizing machine translation for low resourced languages, MT work on many indigenous East African (EA) languages is scarce. Initial efforts on MT for low resourced languages involved the use of a pivot language [14] that has more bilingual resources than between a low resourced language pair. The pivot-based approach is currently not possible for MT involving many EA indigenous languages because of lack of bilingual resources between the EA languages and any other language. Recent efforts aim to leverage on the success of state of the art data-driven MT. However, most of these efforts rely on the similarities between a high resource language and a low resource language [8]; consequently, this approach is also not suitable for EA languages since they are barely related to any highly resourced languages. Several EA languages are also not well written and thus lack even monolingual text. It is therefore necessary to develop from scratch the required resources for realizing MT for EA languages. This paper reports on the first effort towards building such MT resources for Lumasaaba (a low resourced EA language). Specifically, the paper presents a small Bible-based parallel corpus between Lumasaaba and English.
that can be utilized as seed data for training MT systems and other bilingual applications. This corpus is used to evaluate the application of two state of the art data-driven MT methods for translating between Lumasaaba and English. The findings from the evaluation results can also be associated with other EA languages that have a considerably high lexical similarity to Lumasaaba. The rest of the paper is organized as follows: In Sect. 2, the Lumasaaba language is introduced; in Sect. 3, state of the art data driven MT approaches are described, in Sect. 4, a Bible-based Lumasaaba-English parallel corpus is described; in Sect. 5, data-driven MT experiments are described and evaluation results are discussed; Sect. 6 concludes the paper with pointers to future work.

2 The Lumasaaba Language

Lumasaaba falls under one main family of Bantu languages in Uganda. The other two main language families in Uganda are Nilotic and Central Sudanic. The Bantu languages in Uganda constitute four subfamilies: Lega-Holoholo, Konzo-Ndandi, Masaba-Luhya and Nyoro-Ganda. Lumasaaba is classified under the Masaba-Luhya subfamily and is mostly spoken in the Eastern part of Uganda around the western side of Mt. Elgon. It is mutually intelligible with the Lubukusu language that is mostly spoken in the Western part of Kenya. Lumasaaba has a number of dialects under two main categories [3]: the ‘northern’ dialects (for example Ludadiri, Luwalasi and Lufumbo) and the ‘southern dialects (for example Lubuya, Lusoba and Lukiende). There are clear differences in both pronunciations and vocabulary between the two categories of dialects which warrant a separate treatment in the context of translation. In this paper, we focus on a representation that is mostly associated with the southern Lumasaaba dialects. A reasonable amount of both monolingual and bilingual text has been generated and can be used as seed data for evaluating data-driven MT techniques.

3 Data-Driven Machine Translation

The field of MT is currently dominated by data-driven (or corpus-based approaches) [6] which can be categorized into three: Example-based Machine Translation, Statistical Machine Translation (SMT), and NMT. Only SMT and NMT were considered in this paper as they offer an inexpensive avenue for developing MT models.

3.1 Phrase-Based Statistical Machine Translation

In the past decade or so, the best performing MT systems for language pairs with adequate corpora have been based on the PBSMT approach. Until 2016, Web-based tools such as Google Translate\(^1\) were using this approach. The PBSMT approach has also been tested for low resourced languages [5, 12]. In their study of applying SMT to three under-resourced Asian languages (Lao, Myanmar and Thai), Pa et al. [12]

\(^1\) https://translate.google.com
provisionally concluded that the basic PBSMT approach seemed more robust to training on very limited amounts of data. Because of the scarcity of bilingual text involving indigenous EA languages, the PBSMT approach should be the most plausible approach for developing MT models involving EA languages. In the following paragraphs, we describe the PBSMT approach in the context of Lumasaaba-to-English translation. Let us denote a Lumasaaba input sentence as $l$ and an English sentence as $e$. In PBSMT, $l$ will be broken up into phrases which are then translated using a phrase translation model; the phrase translations are then reordered according to a reordering model to generate the final target sentences. The best English translation $e_{\text{best}}$ given $l$ is defined as [10]:

$$
e_{\text{best}} = \arg\max_e p(e|l) = \arg\max_e p(l|e) \times p_{\text{LM}}(e)$$

(1)

where $p_{\text{LM}}(e)$ is obtained from an English language model. The language model measures the likelihood or fluency of a sequence of words in the English language and is also used to choose the most likely sequence from a set of propositions. Several natural language modeling methods can be used including n-gram methods and neural network-based methods. For translation in the other direction, we would only need an appropriate amount of Lumasaaba text to produce respective language models.

The other component of Eq. 1, $p(l|e)$ is mainly associated with the actual translation, and for PBSMT, it is decomposed further into translation and reordering components according to Eq. 2 below [10]:

$$p(l^n_1|e^n_j) = \prod_{i=1}^{n} \phi(l_i|e_i) \times d(\text{start}_i - \text{end}_{i-1} - 1)$$

(2)

Equation 2 is representative of the breakup of $l$ into $n$ phrases and the translation of each $i^{th}$ phrase in $l$ ($l_i$) to an English phrase ($e_i$) according to a phrase translation probability $\phi(l_i|e_i)$ [10]. Equation 2 also involves a reordering component $d(\text{start}_i - \text{end}_{i-1} - 1)$ which is obtained from a distance-based re-ordering model [10].

3.2 Neural Machine Translation

Recent machine translation evaluations (for example from the 2016 [1] and 2017 [2] MT shared tasks show that NMT significantly outperforms other MT approaches on a number of language pairs. Currently, the most common NMT model is referred to as an encoder-decoder model. Using the notation in the previous section where $l$ denotes a Lumasaaba sentence and $e$ denotes an English sentence, the source encoder would map each word in $l$ to a word vector and the word vectors would be processed to a sequence of hidden vectors. There are different implementations for this encoder phase including forward, backward and bidirectional. The target language decoder then combines a Recurrent Neural Network (RNN) hidden representation of previously generated English words with the source hidden vectors to predict scores for each possible next English word [9]. A softmax layer is then used to produce a next English word distribution. Current NMT implementations also incorporate an attention mechanism.
which is used to calculate the the softmax distribution over the next target English words. Figure 1 illustrates this NMT process in translating a Lumasaaba sentence “mu bifukhu ibyo” to an English sentence “in those days”.

4 Bible-Based Parallel Corpus

There is currently a growing interest in using translations of the Christian Bible to develop parallel corpora for several multilingual and cross lingual applications [4]. For many EA under resourced languages, the Bible serves as a first source for extracting highly reliable translations. The Lumasaaba Bible is a recent translation and thus it reflects the present day style and usage of the Lumasaaba language. Only the New Testament part of this Bible is electronically accessible at https://www.bible.is website. For the experiments reported in this paper, the Lumasaaba Bible was paired with the New International Version which also reflects the present day style and usage of the English language. Parallel sentences can be extracted from bilingual alignments of the Bible verses. 7958 parallel verses of the New Testament were considered as a source for extracting parallel sentences. When extracting parallel sentences, there a number of issues to consider [4] including the need to establish sentence alignments and the occurrence of imperfect translations. These issues often require in-depth knowledge of the language pair.

The extraction of parallel sentences was based on the assumption that sentence alignments can be established at corresponding positions of verses where the number of sentences is the same across a verse pair. This assumption was applicable to 6000 parallel verses where a whole sentence corresponds to a verse or where corresponding verses have the same number of sentences. A simple sentence matching algorithm was implemented to automate the extraction of parallel sentences from the 6000 parallel verses; this resulted into 7141 parallel sentences. A random sample of 200 parallel sentences was then extracted for manual validation by three human judges who understand both Lumasaaba and English. All three human judges gave a 100% mapping correctness score implying that the translations in the random sample were all correctly mapped between Lumasaaba and English. Based on this validation we can assume that all the other parallel sentences are correct.

5 Data-Driven MT Experiments

The Lumasaaba-English parallel corpus was utilized in experimental setups to evaluate the PBSMT and NMT methods. Both methods involve similar phases of training, tuning and translation; the main differences are in the respective tools used for each method and the models used for translation. The parallel corpus is subdivided into three sets: a training set of 5300 parallel sentences; a tuning set of 1200 parallel sentences; and a testing set of 641 parallel sentences.
5.1 PBSMT Experimental Setup

The freely available moses toolkit [11] which implements the PBSMT method was used for the PBSMT experimental setup. The moses toolkit was the main tool for developing baseline MT systems until 2016. The toolkit has language modeling software [7], tuning software and a decoder software. However, the toolkit utilizes other tools for establishing word alignments. Data preparation, language model construction, training, tuning, and testing were based on the instructions in the moses machine translation user manual and code guide [11]. The data preparation stage involves tokenization (insertion of spaces between words and other symbols), truecasing (conversion of initial words into the most probable casing to reduce on data sparsity), and cleaning (removal of empty and long sentences). Since the size of the corpus is small, all sentences were converted to lower case. The resulting data from the data preparation stage here was also used in the experiments for the NMT method.

Language Modeling. Language modeling is an essential part of PBSMT and it requires a sufficient amount of target language text. For Lumasaaba-to-English MT, English is the target language. The English text used for language modeling is a combination of the English Bible text and English text provided for the MT shared tasks of the 2013 workshop on MT. In total, 164309 English sentences were used for language modeling. The only variation evaluated in the application of the PBSMT method to Lumasaaba-to-English translation is attributed to the different English language models. The KenLM software (which is incorporated in the moses toolkit) was used to implement the language modeling process. Five n-gram models (bi-gram to 6-g) were estimated using Knesser-Ney smoothing without pruning [7].
Training. The training phase involved the following: establishing word alignments between Lumasaaba and English; learning lexical translations; extracting phrases; scoring phrases; learning re-ordering model; learning the generation model and creating a decoding configuration file. The GIZA++ software [15] was used to establish word alignments. The word alignments were then used to estimate a maximum likelihood translation table for building phrase translation pairs which were in turn used to estimate phrase translation probabilities [10].

Tuning. The models from the training phase were tuned using the Minimum Error Rate Training (MERT) implementation in moses. Only mandatory inputs were provided including: the input (Lumasaaba) sentences from the tuning set; the reference (English) translations (also from the tuning set); and where to save the tuned weights.

Translation. The moses decoder was used to automatically translate Lumasaaba sentences to English. The moses decoder implements a beam search algorithm which is designed to reduce computational complexity by pruning away ‘bad hypothetical phrase translations’ during the translation of ‘source input sentences to ‘target’ output sentences [10]. Default settings of the moses decoder were used along with the configuration file from the tuning phase, the file containing Lumasaaba sentences, and the file that will store the decoder’s output of English translations.

5.2 NMT Experimental Setup

The freely available Open NMT [9] Lua/Torch software implementation of an attention-based encoder decoder model was used for the NMT experimental set up. Four different NMT models were configured. The first model was based on the default configuration of OpenNMT where a simple (unidirectional) RNN encoder and Long Short Term Memory units (LSTMs) were used. This first model is denoted as NMT_LSTM_UNI-DIR. To determine which gating mechanism results in better translation quality on the Lumasaaba-English parallel corpus, a second model was configured to use different gating units; a simple RNN encoder was still used but with Gated Recurrent Units (GRUs) instead of LSTMs. Both LSTMs and GRUs are “gating mechanisms” that can be used to learn long term dependencies but they have some key differences. The first difference is in the number of gates used: three gates for LSTMs and two gates for GRUs. The second difference is in whether internal memory is used (LSTMs) or not (GRUs). The third difference is in how the gates are applied: in LSTMs, the input and forget states are combined by an update gate whereas in GRUs, the reset gate is applied directly to the previous hidden state. The second model is denoted as NTM_GRU_UNI-DIR. For the third model, we used a bidirectional RNN encoder with the LSTM gating mechanism. This model is denoted as NMT_LSTM_BI-DIR. So far, the same RNN size was used for the three models. To determine the effect of increasing the RNN size, a fourth model was configured with similar parameters as the third model but where the RNN size is 700. This fourth model is denoted as NMT_LSTM_BI-DIR-700. The standard settings for all the four models are as shown in Table 1 below.
5.3 Sample of Output from PBSMT and NMT of Lumasaaba-to-English

Table 2 shows a sample of the output translations from the PBSMT and NMT methods. The NMT approach generates reasonably sensible output which is, in most cases, not related to the input sentence. The PBSMT approach outputs some correct words and phrases that are related to the input sentence but the whole output may be incomprehensible. Both approaches should indeed benefit from huge amounts of training data to improve their generalizability on unseen input.

5.4 Automatic Evaluation

The popular BLEU metric [13] was used for evaluating translations from both NMT and PBSMT approaches. The metric considers n-gram matches between the automatically generated translations and reference translations. Table 3 shows the BLEU score results for Lumasaaba-to-English translation for the two approaches.

Table 3 shows that NMT models perform poorly on the small Lumasaaba-to-English parallel corpus. This is to be expected since as observed in Table 2, NMT models mostly generated output that is not related to the input. In this case, the PBSMT models post promising BLEU scores.

6 Conclusion and Future Work

A major requirement in the application of data-driven MT is a sufficient amount of correct parallel sentences. This paper contributes an initial small sentence-aligned Lumasaaba-to-English parallel corpus that can be used not only for MT but other bilingual applications. The small parallel corpus has been used to evaluate two state of the art data-driven MT approaches for translation involving Lumasaaba. As expected, the PBSMT approach results in promising translation quality (according to the BLEU metric). However, the output translations show that while the PBSMT approach generates some words and phrases that are related to input, the NMT approach tends to
generalize to output that is in most cases not related to the input. However, it is obvious that most of the limitations for the two data-driven MT approaches can be mostly dealt with by using more adequate amounts of parallel sentences with bigger vocabularies for training and for tuning. Therefore the continuous development of correct parallel sentences should be part of any future efforts for realizing effective data-driven MT applications involving Lumasaaba. Lastly, only sentence alignments were used to learn all data-driven models described in the paper; it should be interesting to evaluate the data-driven approaches when applied to more linguistically inspired features in combination with the sentence alignments.

Acknowledgments. The work in this paper was supported by funds from a Google Faculty award of July 2012.

Table 2. Translation output from data-driven MT of Lumasaaba-to-English in comparison to reference translations.

<table>
<thead>
<tr>
<th></th>
<th>Lumasaaba</th>
<th>Reference</th>
<th>PBSMT</th>
<th>NMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ne n’arura lundi khu sawa iye khataru, wabona babandu babandi bemile awo mu khatale nga mbaawo sheesi bali khukhola ta.</td>
<td>About nine in the morning he went out and saw others standing in the market place doing nothing</td>
<td>But he went out again on a third, and saw others standing in the market place so as to what they are doing</td>
<td>But when they heard this, they did not find him, but they did not find him.</td>
</tr>
</tbody>
</table>

Table 3. BLEU score results for Lumasaaba-to-English translation based on PBSMT and NMT.

<table>
<thead>
<tr>
<th>Model</th>
<th>BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) PBSMT models</td>
<td></td>
</tr>
<tr>
<td>PBSMT-bi-gram</td>
<td>16.67</td>
</tr>
<tr>
<td>PBSMT-tri-gram</td>
<td>20.97</td>
</tr>
<tr>
<td>PBSMT-4-gram</td>
<td>23.83</td>
</tr>
<tr>
<td>PBSMT-5-gram</td>
<td>24.29</td>
</tr>
<tr>
<td>PBSMT-6-gram</td>
<td>24.77</td>
</tr>
<tr>
<td>(b) NMT models</td>
<td></td>
</tr>
<tr>
<td>NMT_LSTM_UNI-DIR</td>
<td>2.66</td>
</tr>
<tr>
<td>NMT_GRU_UNI-DIR</td>
<td>0.00</td>
</tr>
<tr>
<td>NMT_LSTM_BI-DIR</td>
<td>3.56</td>
</tr>
<tr>
<td>NMT_LSTM_BI-DIR-700</td>
<td>1.92</td>
</tr>
</tbody>
</table>
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Abstract. The paper reviews the work done by the research group in the field of text mining for automating term system construction, i.e., term identification and categorization. The automation is achieved via the usage of binary search trees, a multilayer version of the Rosenblatt’s perceptron. The algorithm comprises elements of supervised machine learning with given classes. The paper provides detailed description of the methods and digital resources (online dictionaries, taggers, and corpora) used for manual collection of the database for the subsequent neural network learning. Finally, we present our perspectives on the developed software modification with the transition to deep learning.
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1 Introduction

Modern society is centered around information, its timeliness, precision, completeness, its adaptability into social context, etc. In terms of cognitive sciences information, possessing such properties, is called knowledge. Especially valuable is special knowledge generated in and as a result of professional activity in some industrial and scientific areas, stored in the form of ontologies in the minds of this activity participants, and represented in the form of languages for special communication, terminologies, and term systems. This knowledge is an indispensable prerequisite for the areas development and persistent growth. The rapidness of knowledge generation, modification, and updating motivates research into effective ways of transferring, receiving, processing, and storing special knowledge.

2 Background Knowledge

For this reason, in 2013 our research team initiated a project on development of software for terminology collecting and systemizing. The idea consisted in making an application for the information system (IS) “Semograph” [1], which served as the platform for knowledge base building. The knowledge base included approximately 500 computer security terms in English with their equivalents in Russian, dictionary definitions in English and the contexts of the terms usage in specialized texts. For the
term was taken any word (or a two- or three-word combination) encountered in a
specialized text and having a special meaning relevant only in a particular subject area
(in our case, Computer security). Each term was assigned a field (category), which it
belonged to according to the experts’ opinion. Starting out from this database the
project team developed a program which included some elements of supervised
machine learning for text mining implementation and automatic term system
enlargement. In the core of our program TSBuilder (State Certificate of Computer
Program Registration no. 20166128980) there were two major algorithms, namely the
binary search tree and the Rosenblatt’s perceptron. The program was aimed at iden-
tifying terms (which are already included into the database or new ones), relying on the
lemmas (the word stems without inflexions), followed by the categorization of the
newly identified terms.

The first module used the method of decision trees for term identification. The
procedure consisted of the following steps:

Step 1. Identification of separate words. At this step the text was split into words,
similarly to what the programs like CLAWS [2], used in such computer linguistic
enterprises as British National Corpus do. The delimiters (space marks) were
dropped out. The words were labeled with coordinates, which designated the
number of the paragraph and the number of the word in the paragraph.

Step 2. Words lemmatization. As mentioned earlier, word endings were neglected at
this step.

Step 3. Retaining lemmas with their coordinates and the flags, which showed
whether the words are determined as terms (initially set to false), in the binary
search tree.

Step 4. The tree search for terms. When the search was successful, the flag was
changed to true.

Step 5. Creating an ordered list of identified terms according to their coordinates in
the text.

Step 6. Creating an ordered list of new terms consisting of several words. The word
combination was considered a term if the word order coordinates of its elements
were sequential and the paragraph coordinates coincided.

The second module dealt with the categorization of the identified terms. This was
done with the help of a neural network, which involved the principle of the perceptron,
introduced by Frank Rosenblatt in 1957, who applied the mathematical neuron by
McCulloch and Pitts and developed a rule for pattern recognition. His task was to
separate data into two classes with reference to predefined examples. The algorithm
simulated the way the brain neural network operates. The natural process, called
synapse enables communication between neurons by means of electric and chemical
signals. In brief, the signal is transmitted from one neuron to another if the voltage
reaches a certain threshold.

In our database the terms had been classified and the weights had been initialized as
0. One-word terms were classified according to the categories they referred to in the
database. For categorization of two- or three-word terms the key parameters were field
tags and weights of corresponding fields. Given them the program assigned the cate-
gory to the whole term.
In TSBuilder the threshold for assigning a certain class tag was determined by the following two conditions:

\[
\frac{1}{e^{-(w_1 + w_2)} + 1} > \frac{1}{2}
\]

where \( W_1 \) and \( W_2 \) stand for the weights of the first and the second words’ categories respectively.

If these conditions were satisfied, the term was assigned the category of the first word, otherwise the second, i.e. the word was categorized in compliance with the class of the word, which has the highest weight.

The terms, which consisted of three words, required a two-layer network for their categorization. These layers could roughly be compared with the convolution layer and the pooling layer respectively. The first layer worked in the same way as in the algorithm above, which refers to the recognition of two-word terms, namely it received as the input the pairs of weights of \( w_1, w_2; w_1, w_3; \) and \( w_2, w_3 \) and output the highest weight. The tag of the field with the maximum weight was transmitted to the next layer, which worked similarly to the pooling layer. This layer was to decide which category should be assigned to the whole three-word term.

The machine teaching with an expert was achieved by means of the rewards and punishment method, which comprised two options: the initial weight of each word equal to 0.5 was not changed if the classification was correct; otherwise the word with the correct class received the increase in its weight (+1), while the wrong one got the decrease (−1).

3 Current Development

The attempt to alter the algorithm for term identification and categorization is inspired by the research into frame-based terminology, which proves the idea that “trying to find a distinction between terms and words is no longer fruitful or even viable, and that the best way to study specialized knowledge units is by studying their behavior in texts” [3]. By specialized language units this theory disciples understand “compound nominal forms that are used within a scientific or technical field and have meanings specific of this field as well as a syntactic valence or combinatory value” [3]. Taking this into account our multidisciplinary research group have been working on collecting a context-based collection of terms and developing a complex of linguistic rules for underpinning algorithms that will enhance artificial thinking and decision making while implementing computer aided terms identification and categorization.

Thus, our database is built up of terms found by means of the continuous sampling method. We have focused on computer security terminology. The terms have been picked out from specialized texts. This work has been carried out by the students of computer security of Perm State University in the course of English for special
purposes while doing tasks on extensive reading of the modern articles, books, and
documentations on their specialization.

The database includes the same elements that have been essential in the Semograph
collection, namely terms (in English and Russian), definitions, fields, and contexts. To
provide a reliable equivalent of an originally English term in Russian we use the
following online dictionaries: Multitran [4], Linguee [5], or Reverso context [6]. For
definitions we search in online explanatory dictionaries and thesauri, such as The
Longman Dictionary of Contemporary English Online [7], Macmillan Dictionary [8],
and Your Dictionary [9], as well as specialized dictionaries, glossaries, encyclopedias,
and professional forums like SearchSecurityTechTarget [10], Encyclopedia PCMag.-
com [11], Technology Dictionary [12], Computer Security Concepts [13], Securelist
[14], Computer Hope [15], Tech terms [16], About tech [17], Panda Security [18], etc.
Definitions are very important in our research, because they build a bridge between the
experts and linguists and facilitate coherence of the linguistic analysis and the expert
knowledge.

Beyond that some other linguistic elements have been taken into consideration, in
particular, part of speech, morphology, specific semantic categories, general semantic
categories, and syntactic roles. We believe that all these factors are subconsciously
taken into account in natural cognitive processes of precepting, recognizing, and cat-
egorizing words of languages for special purposes.

Let us consider in detail the linguistic aspects, evaluated in our research as the most
relevant.

Part of speech (POS) identification can be carried out manually by linguistic experts
or automatically with the help of on-line resources like “WordNet”, the lexical database
for English [19], which differentiates nouns, verbs, adjectives and adverbs, or a more
extensive system of POS tagging (61 general categories and subcategories), which is
embedded in the British National Corpus [20]. For our purposes we have chosen more
concise POS tagging, which includes nouns, verbs, adjectives, and adverbs. Most of the
terms in our database are nouns, but we also include other words that make up the
frame of the nominal term.

The next linguistic aspect to be tagged is the word morphology or word building,
which include the word lemma, root, prefix, suffix, and ending. In our project we tend
to manual morphologic tagging by linguistic experts. Each morphological element is
analyzed semantically regarding its etymology. For this purpose, we use the online
Cambridge dictionary to determine the meanings of prefixes [21] and suffixes [22],
alongside with the Online Etymology Dictionary [23].

We also consider if the word only refers to the language of Computer security or
can also be used in the language for general purposes with a more common meaning. In
the latter case the term is assigned an additional category according to WordNet
semantic categorization [19].

Concerning specific characterization of the terms they have been subdivided into 15
classes, including Command/Instruction, Computer Networks, Hardware, Malfunction,
Organization, Software/part of software, Virus type, Virus name, Operating systems,
Programming languages, File format, Mathematics, Type of malicious activity,
Malefactor, and Other. Initially categorization is done manually by the experts in
computer security.
The last aspect of our concern is the semantic roles (according to Fillmore [24]) which the terms play in their contexts. Classically, the following semantic roles are highlighted: Agent (initiator of the action), Counter-Agent (the force against which the action is carried out), Objective (something that moves or changes), Result (something that appears as a result of some action), Goal (the place where some movement starts from), Experiencer or Patient (someone or something that experiences the effect of an action), Instrument (the stimulus or cause), and others.

Let us take a closer look at an example of the frame-based analysis of the term botnet:

At that time the "company" had two key "products": the malicious program, Lurk, and a huge botnet of computers infected with it [25].

The word botnet is a noun. In this sample it is used in a singular form. It consists of two grammatical roots, bot and net. The root bot means "a computer program that works automatically, especially one that searches for and finds information on the Internet [26]. The second root net denotes "a system of interconnected computer systems, terminals, and other equipment allowing information to be exchanged" [27]. The whole term comprises both semantic meanings and designates "a large number of computers that someone has secretly gained control of and uses to do things such as send spam" [7]. In its frame the term botnet plays two semantic roles:

1. Objective (something the moves or changes): "the "company" had ... a huge botnet". The role is handled by the verb had, which means "to own something" [8] and does not imply any changes of the following object.
2. Instrument (the stimulus or cause): "and a huge botnet of computers infected with it". The verb infect, which means "to affect with a computer virus" [28], determines the role of botnet, which is used for affecting computers.

The interrelations of all these parameters determine the meaning of the term, its connotation, cognitive model and influence the term’s membership in a certain category.

Another method of data preprocessing we are going to add to TSBuilder algorithm is aimed at predicting the probability of multi-word terms categorization. All the data is analyzed with reference to their plausible relation to some category. Presumably, most of the terms are not purely bound to one category, but to different extend can be referred to several categories. At the stage of text mining the degree of this reference will define the weights of the categories in particular cases.

4 Prospects of Further Development

In furtherance of our research we are going to perform a number of updates of the program TSBuilder. First of all, we are introducing "masks" for selection of terms, which will help to exclude noisy data (redundant linguistic units, such as functional words) from the final sample.

Now the program has a two-level hierarchy of term search, namely paragraph number and word number. In the process of program development, it is planned to
move to the four-level hierarchy of terms search, namely the numbers of the paragraph, the sentence, the part of the sentence, and the words in the part of the sentence. This will increase the accuracy of detecting terms.

Now, when categorizing, all pairs of words in a term are looked at. In the updated program only pairs of neighboring words in the term are to be viewed, which will increase the importance of neighboring pairs in categorization.

We are determined to identify terms of any length using the term contraction method for categorization. For this purpose, it is planned to use the approach of convolutional networks: first to reduce the term to a mask with a length of 3 words, then to use the current network for categorization. The system will be allowed to include one word in the search term that is not originally a term but is part of a coherent linguistic construction. To do this we are going to implement the analysis of such parameters as POS, gender, number, etc. This will help significantly increase the number of potentially found terms.

5 Conclusion

The article gives an overview of the work done by the research group in the field of text mining for professional communication enhancement. We have reported on the results achieved in the automation of term system development, particularly in terms identification and categorization via supervised machine learning. The program we have developed realizes the algorithm of a multilayer Rosenblatt’s perceptron and is able to identify and categorize terms in accordance with the collection of terms’ lemmas and predefined classes assigned to the terms. We have also discussed the routine of the database gathering and data preprocessing, which includes morphological, semantic, and syntactic analysis, and makes up the foundation for frame-based terminology management. In the end of the article we have presented our perspectives on embedding the elements of deep learning for upgrading precision of terms identification and categorization.

Finally, we consider the ways the updated program TSBuilder can be used as an operating tool for automated term system building in linguistics and professional language teaching not only in the sphere of computer security, but other sciences as well. This software can also find application in dictionary development and enable automated dictionary appending and updating. In addition, it can be employed by interpreters in the field of professional communication.
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Abstract. In the conditions of wide distribution of all kinds of mobile devices, the development and use of such applications operating on a variety of platforms from different manufacturers are of particular importance. Such applications are called cross-platform. The paper considers a two-sided market of mobile cross-platform applications. The most important elements of the market are identified. They comprise consumers of the first category - mobile applications consumers - who are simultaneously subscribers of a certain mobile communication operator; consumers of the second category - content providers - that enter into agreements with platform manufacturers to obtain application development tools and mobile operators to ensure the operability of developed applications in the mobile operator networks; and platform-software or a mobile device in which applications can be used. It is noted that the main distinction of the market under study is the interaction between the application producer (provider) and the consumer (subscriber), which is always conducted not only by means of a certain platform, but also through a certain mobile operator. Based on the two-sided mobile applications market model that is developed in the article, a model for optimizing the industry profit of the cross-platform applications market for mobile devices is constructed. This model takes into account the interests of both application manufacturers and intermediaries (platform producers and mobile operators), and consumers of the services via these applications.
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1 Introduction

In 2017, the Government of the Russian Federation developed and approved a program to create conditions for the country’s transition to a digital economy. The Autonomous Non-profit Organization “Digital Economy”, created by successful Russian high-tech companies, coordinates the participation of the expert and business communities in the planning of implementation, development and evaluation of the program effectiveness. The key results of this activity should be the elaboration of a general scheme for the development of communication networks and infrastructure for data storage and processing in the Russian Federation until 2024 as well as the concept of creating and developing 5G/IMT-2020 networks. In addition, the roadmap contains an action plan
for the development of the state digital platform information systems to provide citizens with state and municipal services in the electronic form. Moreover, by 2024 all data is planned to be made available for the use on digital platforms, including mobile phone terminals with mobile Internet.

The mobile Internet audience has been growing twice as fast as the Internet audience as a whole for the past three years, according to the Yandex data. In November 2017, 87 million people used mobile devices to access the Internet via applications in Russia, which amounted to 71% of the total population of the country, according to Mediascope [1].

Mobile applications are software designed specifically for small portable devices, such as a pocket personal computer, smart phones or cell phones. These applications can be native, i.e. pre-installed in the device in the production process, uploaded by the user via various platforms for distribution, or are web applications processed on the client or server side (JavaScript technology).

The most common mobile operating systems for working and developing applications are iOS from Apple, Android from Google, Windows Phone from Microsoft and Symbian from Nokia. Each of these systems has its own characteristics in the development of applications.

As part of the “Digital Economy” roadmap implementation, the idea of creating platforms for a network of Internet-connected objects capable of collecting data or exchanging data coming from embedded services, the so-called Internet of Things (IoT), has become widespread. Devices included in the Internet of things are any autonomous devices connected to the Internet, which can be monitored and/or managed remotely.

So, the mobile operator “Megafon” announced the change of billing increment. The new billing plan for machine-to-machine (M2M) is based on the basic plan “Remote objects management” having the access to the “Internet of Things for Business” and “IoT without Borders” services. The former will be beneficial for companies that transmit data using communication services (for example, data of hot and cold water meters), and the latter will help companies reduce the dependence on roaming and avoid charging beyond the limit. Basing on the results of the second half of 2017, Megafon connected about 4.5 million SIM cards to M2M, according to the “Kommersant” publication.

MTS plans to launch a platform for deploying IoT at enterprises. It will have an open programming interface and the ability to support work with data networks of various types. For example, you can use the development to monitor the operation of ventilation, water and air conditioning systems. Tele2, VimpelCom and Rostelecom plan to develop similar platforms.

Increasing consumer demand for the mobile application under development is facilitated by the universality of its use for work in all major mobile operating systems. Thus, the elaboration and use of such applications, which are adaptable on a variety of platforms of different manufacturers, is of particular importance in the context of various mobile devices expansion.

This property of applications has been called “cross-platform”. Cross-platform applications for mobile devices are applications that can work on more than one
hardware platform and/or operating system and are applied in a wide range of mobile devices that use software from various developers.

To increase the effectiveness of the Digital Economy road map activities using cross-platform applications, a prudent pricing policy is necessary. This would ensure maximum profit to platform producers, on the one hand, and as a result, it would lead to maximum allocations to the budget and non-budgetary funds. On the other hand, it would ensure accessibility of the services using digital economy platforms for ordinary consumers. Therefore, the development of a model for optimizing the industry profit of the market for mobile devices cross-platform applications that takes into account the interests of both application producers and intermediaries - platform manufacturers and mobile operators - and consumers of the services via these applications is very timely and relevant.

2 Review of the Literature

The problem of pricing in the two-sided Internet applications market for personal computers, in contrast to the market of mobile device cross-platform applications, is widely discussed in the scientific community.

Ranging from the works on the description of the two-sided market general theory (Armstrong and Wright) [2, 3] to the development of pricing models in these markets as a result of the interaction of both parties, taking into account various network effects, some authors [4] use game-theoretic models to describe the processes of product pricing. Other authors [5] apply models of the logit type for these purposes.

King into consideration the cross-platform in two-sided markets, the research of Choi [6] seems worth mentioning. It resulted in the development of two-sided market models, where both sides have the opportunity to simultaneously use the services of several platforms. The author examined the impact of the measures taken by the platforms to “tie” users, i.e. to compel them to use additional services. In such markets, the users have no opportunity to simultaneously use a number of different platforms.

Evans [7] and Wright [8] considered the issues of “tying” the users to a single platform, as well. The authors conducted the analysis from the standpoint of general consideration of the antimonopoly policy in two-sided markets. However, their discussion was mostly informal and did not deal with the establishment of analytical or quantitative relationships.

Such authors as Rochet and Tirole [9], and Amelio and Julien [10] are notable exceptions in the study of the economic effects of “tying” users to a certain platform in two-sided markets. Roche and Tyrol carried out an economic analysis of the customers’ “tying” practice, initiated by the associations of Visa and MasterCard payment cards. Amelio and Jullien [10] made a more general study of tying in two-sided markets. They considered the situation when producers being on one side of the market wanted to set platform prices below zero to solve the problem of demand management in two-sided markets. According to their analysis, “tying” can serve as a mechanism for introducing hidden subsidies on one side of the market to tackle the problem of increasing demand in two-sided markets. As a result, “tying” of users can benefit consumers in case of a monopoly platform. However, in the context of a duopoly, tying also has a strategic
impact on competition. Amelio and Jullien have shown that the “tying” influence on consumer surplus and social welfare depends on the asymmetry degree of external factors between the two parties.

The article by Amelio and Julien and the work by Choi are focused on different aspects of “tying” the users. For example, they compare the effects of tying to different market structures (monopolistic and duopolistic), but do not consider the issues of oligopoly when there are more than two participants in the market.

This work is the development of approaches to the study of pricing processes in two-sided markets [6, 10–16] with regard to cross-platform applications developed for mobile devices under the assumption of the oligopolistic market of mobile communication operators.

3 Model Development

Cross-platform applications developed for the interaction of mobile application market participants can be attributed to innovative products, and the mobile applications market itself can be referred to two-sided markets having two groups of users between which network effects arise. The goals of using the network and the role of users in the network are markedly different. Representatives of various groups, being interdependent, outline different requirements on the functionality of a two-sided network. On the other hand, end-users of the services provided via cross-platform applications for mobile devices use mobile Internet through intermediaries (their mobile operators), who in turn establish their billing for the traffic.

Considering the market of mobile applications as a two-sided one, it is necessary to single out such most important elements as: users of the first category - consumers of mobile applications that are simultaneously subscribers of a certain mobile communication operator; users of the second category - mobile application manufacturers - content providers that enter into agreements with platform manufacturers to obtain application development tools and mobile operators to ensure the functionality of developed applications in mobile operator networks; platform - software or a mobile device in which applications can be used.

The functioning of the market has a number of features that are not inherent in any other market. The main difference is the ways of interaction between the service provider and the consumer (subscriber), which are always developed not only via a certain platform, but also through a certain mobile operator [16]. In this case, the operator has the right to choose from a variety of service providing companies it will cooperate with, and what price will be set for this or that service to the end user.

Currently, the market has more than three hundred organizations that develop services to provide subscribers with. The value of the Herfindahl-Hirschman index, calculated for the first fifty largest companies, does not exceed one-tenth (HHI = 0.049 < 0.100) [14], which indicates a high intensity of competition and a low concentration of the market for producers of additional mobile services.

At the same time, the mobile operators’ market, represented by three largest companies, the total share of which in the sector of additional mobile services exceeds 90.0%, is oligopolistic (HHI = 0.317 > .200) [14].
Competition in the provider market leads to a decrease in the price of the application, the value of which is established at the equilibrium of the sectoral demand and supply. Consumers and the operator, transporting services to subscribers via a mobile application, are interested in the reduction of prices. To increase its own profit, the operator will choose those providers that offer their services at the lowest price.

Given a high loyalty of subscribers to their operator, which is observed in the Russian mobile communications market, there is practically no redistribution of consumers among operators. Because of this, the operator, in fact, is a monopolist that can dictate its price of both basic and additional services to the subscribers who have already been connected. At the same time, attracting new subscribers requires the operator to set the minimum price for new billing plans in the oligopoly market.

The pricing process is shown schematically in Fig. 1.

![Fig. 1. A pricing model for cross-platform applications for mobile devices on a two-sided market.](image)

Under such a market functioning scheme, it is possible to find conditions for maximizing the profit of mobile operators and industry profits when implementing cross-platform applications for mobile devices. The final purchase price of a cross-platform application for a subscriber, \( p_i \), consists of the price formed in the providers’ competitive market, \( p_c \), and the surcharge established by the mobile operator \( \Delta p_i \), and \( p_i = p_c + \Delta p_i \).

To estimate the operator’s premium \( \Delta p_i \) to the price, they consider the conditions for maximizing the operator’s profit, defined as the difference between the revenue and costs

\[
\pi_i = y_i^d(p_i) \cdot p_i - c(y_i^d) \tag{1}
\]

The revenue of the \( i \)-th mobile operator from the provision of applications is equal to the product of the number of applications for the period under consideration and their
price. At the same time, the number of the developed applications depends on their price (the law of demand) and is determined by the individual demand function of the mobile operator $y_i^d(p_i)$, represented in quantitative terms [13].

The costs of the $i$-th mobile operator $c(y_i^d)$ depend on the number of services rendered by using the application and determined by the demand, which, in turn, depends on the price $c(y_i^d(p_i))$.

When determining the price level for cross-platform applications provided to subscribers through their networks (especially when launching new service provision), the $i$-th mobile operator seeks to increase its profit primarily by attracting new consumers. Therefore, setting the price of a cross-platform application, the $i$-th mobile operator is guided not only by the price of the service, formed in the competitive provider market and the demand of their subscribers, but also by the prices of similar services implemented in the competitors’ networks. So, the price set by the $i$-th operator will depend on the price of other mobile operators. In this case, the demand function of the $i$-th mobile operator can be represented in the form of

$$y_i^d = f(p_i, p_j); \quad j = 1, \ldots, N; \quad j \neq i$$

where $j$ is the number of the mobile operator, and $N$ is the quantity of mobile operators working in the coverage area of the $i$-th operator.

Given the dependence of the price premium $\Delta p_i$, (set by the $i$-th operator) on the price premiums of their competitors, and the case of an additive dependence of the demand function of the $i$-th operator on the competitors’ prices, the conditions for maximizing the profit of the $i$-th mobile operator can be put down in a general form

$$\begin{cases} \frac{\partial \pi_i}{\partial \Delta p_i} = y_i^d(p_i) \cdot \frac{\partial p_i}{\partial \Delta p_i} + p_i \cdot \sum_{j=1}^{4} \frac{\partial y_i^d(p_i)}{\partial p_j} \cdot \frac{\partial p_j}{\partial \Delta p_i} - \frac{\partial c(y_i^d)}{\partial y_i^d} \cdot \frac{\partial y_i^d(p_i)}{\partial \Delta p_i} = 0; \\
\Delta p_i = p_i - p_c \\
\frac{\partial^2 \pi_i}{\partial (\Delta p_i)^2} < 0; \quad i = 1, 4. \end{cases}$$

(3)

The first equation in the system (3) reflects the necessary condition for the existence of an extremum, and the inequation in the system (3) is a sufficient condition for the maximum. The solution to the system (3) for each $i$ allows estimating the price extra charges of mobile operators at which their profit is maximum.

The industry profit is determined by the amount of individual companies’ profits

$$\Pi = \sum_{i=1}^{4} \pi_i$$

(4)

The conditions for optimizing the industry profit are given in the form of

$$\begin{cases} d\Pi(\Delta p_1, \Delta p_2, \Delta p_3, \Delta p_4) = 0; \\
A(d\Delta p_1, d\Delta p_2, d\Delta p_3, d\Delta p_4) = \sum_{i,j=1}^{4} \frac{\partial^2 \Pi}{\partial (\Delta p_i) \partial (\Delta p_j)} d\Delta p_i d\Delta p_j \end{cases}$$

(5)
The cross-platform usage leads to an increase in the demand for these applications, raising their value and functionality in the mind of a consumer. Undoubtedly, such an application can be considered as the most attractive in the conditions of high competition in the market. In this case, its cost will be higher than the cost of applications that run only on one platform. On the one hand, this will result in an increase in the industry profits and the corresponding deductions to the budget. On the other hand, the drop in the demand for the application due to its price rise, as well as the emergence of two-sided market network effects reflected by the presence of a negative term in the model (3) leads to the possibility of obtaining optimal price values. They take into account both the interests of application producers and the interests of consumers, subscribers of the mobile operators.

In most cases, a mobile application acts as a new product in the market (as an innovation). On the one hand, the revenues earned from its disposal should cover the costs of its development and introduction to the market. On the other hand, the price for this product should contribute to the sufficient intensity of demand, and the goods must be fixed in the minds of consumers.

In addition, there will be a high level of uncertainty or complexity of the product life cycle forecast in the market.

4 Summing Up

Summarizing the research and the results of developing a model for optimizing the industry profit of cross-platform applications for mobile devices, it should be noted that the problems of considering the innovative product pricing in the two-sided mobile application markets have not yet been properly explored either in theory or in practice. This study should be regarded as an attempt to consider the issue of innovative product pricing in the current conditions of increasing competition and the presence of a growing number of developers in the market. Based on the indicated approaches, a further study and modeling of approaches to the pricing of the applications created for various mobile devices can be carried out taking into account the tendency to make use of the cross-platform opportunities.
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Abstract. The increasing size of the cities requires important of urban environment. It is urgent to optimize urban transport infrastructure. The aim of the work is to show the role of public transport in the harmonious progress of towns and the prospects of transport infrastructure development on the digital technology. The problems which concern different aspects of public transport working and development, namely its work effectiveness improving, particularity of financing and economics of the public transport sector, new approach to the public transport management and its security, introduction of intellectual systems in transport and many others have been examined in the article. The author came the next conclusion: cities are doomed to degradation and worsening of life quality without public transport development. All-round introduction of digital urban transport control technologies including transfer to the new kinds of public and individual urban transport is of great importance today. At the same time substitution of individual motor transport by the public one permits to improve the efficiency of the roads utilization two-three times more.
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1 Introduction

Since 60s of the twentieth century the process of urbanization has grown in the world. In 2013 the share of urban population in all countries of the world made up 53.0% of the total population size, and in the number of countries achieved 90% (there were such countries as Singapore, Belgium, Kuwait, Iceland, Australia, Luxemburg, Israel, Malta) [1]. In 2018 in Russia there were 74.43% of urban population and 15 cities with a million population [2]. The city of Perm is among them occupying the 13th place in the rating. According to the experts of the World Union Organization urban population will make up 66% of all countries of the world in 2050 [3].

The growth of urban population makes the governments of many states solve the problem of normal transport supply in order to give all citizens an opportunity to reach the places of work and social destination (educational institutions, hospitals), as well as sales outlets, etc. [4–6].

The issues of social justice in transport [7, 8] and the sociological perspectives on labor and educational mobilities [9] are very important.
Fundamental system of public passenger transportation is the main factor of social, political and economic stability of towns and cities and rural households warrantee for their harmonious progress [10–13].

2 The Method of Research

The paper presents complex interdisciplinary analysis of social, psychological, legal and economic aspects of urban transport infrastructure improvement.

Comparative analysis methods were also used in this research: the method of comparative analysis of mobility of older persons in Norway, Sweden and Denmark [14] and the benchmarking methods of transport decision-making [15].

Also we examined the results of the correlation analysis between transport, unmet activity needs and wellbeing in later life, which were proposed in the works of foreign researchers [16, 17] and the methods of spatial and demographic analysis of trip making by the example of Hamilton CMA in Canada [18].

Also the paper used the methodology of study the quality of service desired by users of a public transport system [19], the methods of research the problems of road safety, enforcement of the social conditions for drivers in road transport as well as supporting the fair competition between road transport undertakings [20], the methods of research the possibility of using a system which gathers the data from the digital television transport stream, stores all the information in the database on the server and hands out this information to the clients [21], the results of study of transport stream in the satellite digital TV Time Service System [22].

In the course of this study social, economic and institutional determinants of the demand for public transport [23, 24] and the assessment of public transport demand elasticities [25, 26] were used.

3 Public Transport Priority Development

In recent decades one of the main tendencies of Western European towns’ development has become the refusal from “adjustment to automobile” concept for the benefit of public transport infrastructure growth. It is remarkable that the emphasis is made on rebirth of rail public transport, namely on the light rail train. Just in this direction French, German, Belgium and other European countries’ towns is being developed.

The goal of the public transport systems’ development has the priority of modernization of transport infrastructure in Russian towns. According to the approved in 2014 “Transport Strategy of the Russian Federation for the period until 2030 [27], there is considerable attention given to the growth of municipal transport and municipal transport infrastructure. At the same time solution of this problem legislatively transferred to the state power bodies of the RF subjects and urban municipality.

As the experience of foreign countries shows joint activity and initiatives of urban municipalities and central government is indispensable for solving the most urgent problems, connected with transport accessibility in big towns, for legislative solution of conflicts, impeded the development of urban transport infrastructure. World practice
shows that in democratic states urban municipality is conservative by its nature as far as any managerial or investment decisions are connected with taxpayers costs and are limited by the budget size. In these conditions town as the subject of the social system begins to make its actual problems only in three cases: (1) when traditional decisions have already been inefficient and further worsening the situation and could be seriously disruptive for the town; (2) when town begins to lose its position in global competition (and for Russian conditions – in regional one) for investments and better personnel; (3) when the state itself initiate the programs of urban modernization and achievement new, higher quality of life in towns.

Thus, the development of transport infrastructure and the modern public transport in many Russian towns, mainly in Moscow and St.-Petersburg, as well as in other megalopolises, which allows preventing the lowering of the life quality in towns, is possible only due to the initiatives and support of the state government.

4 ICT Utilization for Traffic Infrastructure Control

The second important direction of transport infrastructure development both in the countries of the world and in Russia is the effective utilization of the already existed objects of transport infrastructure instead of a large scaled construction of new ones. This could be done at the expense of wide introduction of modern ICT for the urban traffic flows control (creation of the so called intellectual transport systems).

ICT utilization for traffic infrastructure control is one of the most effective and the least expensive ways of solution the problems mentioned above. Introduction of intellectual transport systems permits to increase significantly the capacity of the existed road network (thereby to reduce expenditures on the construction of new roads, the cost of which is overwhelming), to improve transport accessibility of many objects, to reduce and make predictable the time of movement around the town due to the absence of traffic congestions, to improve the urban logistics and the work of public transport, to decrease harmful emissions, to bate cars and roads service expenses, to rise traffic safety for all its participants, to reduce time for accident response as well as to solve some other problems connected with road traffic. Thus, the evaluation of the efficiency of intellectual transport systems, already working abroad, has proved the fact, that these systems increase the capability of the roads by 15–50%, decrease the traffic violation number by 1, 5–2 times.

Moreover, introduction of intellectual transport systems allows reducing ecological damage. Only at the expense of traffic flows control optimization fuel consumption could be lessen and, correspondingly, the bulk of harmful emission is possible to decrease by 10–20%. According to the predictions of Euro commission, creation of all-European intellectual transport system will result in the reduction of accidental death rate by 1.7 times [28]. ICT are not only an efficient means of transport flows’ optimization and improvement of traffic safety, but they enable considerable increase of cost efficiency for road network development and operation.

In some cases introduction of the elements of intellectual transport systems could change the construction of new objects of road infrastructure (for example, new road junctions). Meanwhile, according to the estimations the average cost of one crossing
capital repairs is 5–6 times higher the cost of equipment of the same crossing in Moscow [28]. Experts prove that only at the expense of optimization of the traffic lights work on the ordinary Moscow crossing it could be saved 300 h of dead time every day. This indicator is equal to the loss of 950 man-hours.

Optimization of traffic flows control on the base of intellectual transport systems is carried out not only thanks to the “clever” traffic lights, road signs and other elements of road equipment, but also with the help of computer-based data exchange between the elements of road infrastructure and automobile (for example, the systems of automated speed limitation, systems of warning about conflicting traffic lane, etc.).

Utilization of intellectual transport systems in order to reduce traffic jams is very important for their introduction.

5 The Experience of Digital Approach to the Development of Transport Infrastructure in Russia

Russia makes only the first steps of introduction the elements of intellectual transport system into the development of urban transport infrastructure.

The first project of such kind, namely the project of complex intellectual transport system creation has begun to be realized in Moscow. The developed system consists of number of subsystems, providing data gathering and their real time transfer to the center of traffic control, information processing, informing traffic participants about the situation in the streets of the town and efficient traffic flows regulation.

Complex experiment consisting of utilization of the traffic movement adaptive control systems is being carried out in Nizhny Novgorod. In the frame of this experiment the main phases of complete urban intellectual transport system creation have been worked out.

In Perm the direction of public transport development has been determined by municipal plan of general development of the town. Perm general plan is quite unusual document for Russian megalopolises. It is not an official legal document, but just by this plan the main vectors of the town’s growth in the long-term outlook have been defined. And namely this master-plan has become the basis for the new municipal General Plan. Creation of effective urban transport infrastructure, accounting the modern and perspective levels of citizens’ auto mobilization is being one of the main goals of the General Plan of Perm [29].

Also at present municipal government of Perm is working out the concept of public transport development. The goal of this concept is the definition of directions and principles of urban public transport development, accounting the needs of citizens, for the period till 2015. In the frame of this document the elaboration of single standard of the Perm public transport work quality is supposed to be done. This standard should take into consideration the citizens’ demands [30]. The concept is being worked out accounting the proposals and recommendations concerning the development and reforming the urban public transport, mentioned in the Transport Strategy of the Russian Federation for the period till 2020, as well as in the Transport Strategy of Russian Federation for the period till 2030 [31]. In the Strategy the main strategic goals of the state in the sphere of transport policy have been defined. They are as follows:
development of modern and effective infrastructure;
- improvement of accessibility of public transport complex services;
- increase of competitive ability of the Russian transport system and realization of transit potential of the country;
- growth of complex safety and transport system stability;
- improvement of investment climate and market relations development in transport complex.

And at last, it is necessary to mention successful experience of Novokuznetsk, Omsk and Tomsk. There the developed and approved urban public transport network with the determined routes and stops of public transport were revealed by the analysis of the passenger traffic investigation. The next elements were taken into consideration:

1. The length of all town streets, including the primary roads of municipal and regional importance.
2. The length of the streets with the public transport movement.
3. The average capacity of one vehicle unit.
4. The total number of passengers in the separate kinds of transport with distribution of them to the paid and preferential ones.

Banning of local (urban, regional) intellectual transport systems’ creation on different technological platforms, with different architecture and functionality is being one of the goals of creation the single information field of control and monitoring of the Russian Federation transport complex condition. Otherwise in future, on the stage of unification of these local systems into the national one the problem of separate systems compatibility and impediment for their integration into the intellectual transport system of the higher level – the national - could arise.

6 Conclusion

In the last decade municipal government of many Russian towns began seriously think of public transport work, improvement of its accessibility and of transport service quality. All-round introduction of new urban transport control technologies including transfer to the new kinds of public and individual urban transport is of great importance today. Digital equipment and digital devices are utilization for traffic infrastructure control is one of the most effective and the least expensive ways of solution the problems. Digital equipment and digital devices are is not only an efficient means of transport flows’ optimization and improvement of traffic safety, but they enable considerable increase of cost efficiency for road network development and operation.

It has already been proved that the town where every citizen uses his individual car won’t be comfortable. It is impossible to provide enough parking places, roads in the center of the town for every car owner, as the number of automobiles increases annually.

To overcome negative tendencies in the development of urban transport infrastructure in Russia and to provide population with more qualitative transport services it is advisable to use the abroad experience, where the development of public transport
has become the first priority in the activity of both the national power and municipal officials.

Substitution of individual motor transport by the public one permits to increase the effectiveness of the road network utilization two-three times.

Acknowledgment. The work is carried out based on the task on fulfilment of government contractual work in the field of scientific activities as a part of base portion of the state task of the Ministry of Education and Science of the Russian Federation to Perm National Research Polytechnic University (topic # 26.6884.2017/8.9 “Sustainable development of urban areas and the improvement of the human environment”).
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Abstract. The paper examines the trends of migration flows between the federal districts of the Russian Federation in the period from 2009 to 2016. It was revealed that in the given period the previously noted trend remains, in accordance with which the balance of migration is positive only for the three federal districts, and in the remaining districts there is an outflow of population. In addition, it is noted that in 2012–2013 migration flows reach their maximum, and then their intensity begins to fall. A number of socio-economic factors are considered from the point of view of their influence on migration. On the basis of statistical analysis, two factors were selected from them, based on which the linear regression model was constructed for each year of the period under study. It is noted that, at a qualitative level, the change in the parameters of the regression model corresponds to the trends of migration flows.
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1 Introduction

Migration plays an important role in shaping the structure of the population, labor resources, social and economic development of the region and the country as a whole. So the central federal district since the beginning of the twenty-one century has a negative natural increase. This means that it is born less than it dies. But due to an increase in the flow of migrants from other federal districts of the country, the population of the region only increases. In the most other federal districts there is a reverse trend - outflow of population from the region. This is a negative trend. The state, realizing the importance of this phenomenon, tries to solve this problem by creating federal services, developing the migration policy. In the conditions of the development of the digital economy, migratory processes acquire a new quality, since many IT professionals can work in a distributed mode without leaving the region of their residence.
2 Methods and Methodology

Analyzing the research and the articles of the authors dealing with the research of migration processes in the Russian Federation, one can come to the following conclusions:

– all researchers agree that the centers of attraction of migrants are the regions of the European part of Russia [1];
– the regions of the Urals, Siberia and the Far East are “donor regions” of migrants;
– population migration is conditioned by the goal of raising the standard of living that has worsened throughout the country since the collapse of the Soviet Union.

In this paper we analyzed data taken from an open source - the site of the Federal Service of State Statistics. At the same time, the migration flows between federal districts (FD) of the Russian Federation in the period from 2009 to 2016 were investigated. The choice of this period is due to a number of reasons. First, in earlier works (see, for example, [1–3]), 2000–2010 were considered. Secondly, until 2009, there were 7 federal districts in the Russian Federation and only in 2009 the North Caucasus Federal District was separated from the Southern Federal District and the total number of districts increased to 8. In addition, in 2014, the Crimean Federal District was formed, which in 2016 was part of the Southern Federal District. Accordingly, data on migration flows of the Crimean Federal District for the period 2014–2016. were summed with the values of the Southern Federal District for the same period.

3 Discussion

The data obtained are presented in Table 1, in which the difference between arriving and departing residents is presented for each federal district (migration balance in thousands). The last column of this table shows the ratio of the total migration balance for all 8 years to the population of the corresponding district in 2009 (in percent).

<table>
<thead>
<tr>
<th></th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFD</td>
<td>77.9</td>
<td>103.6</td>
<td>113.5</td>
<td>146.0</td>
<td>142.6</td>
<td>119.4</td>
<td>126.7</td>
<td>86.3</td>
<td>2.5</td>
</tr>
<tr>
<td>N-WFD</td>
<td>7.6</td>
<td>7.7</td>
<td>33.1</td>
<td>29.5</td>
<td>41.1</td>
<td>35.8</td>
<td>38.4</td>
<td>38.9</td>
<td>1.7</td>
</tr>
<tr>
<td>SFD</td>
<td>7.4</td>
<td>10.7</td>
<td>28.7</td>
<td>16.6</td>
<td>35.8</td>
<td>18.2</td>
<td>29.0</td>
<td>39.7</td>
<td>1.4</td>
</tr>
<tr>
<td>N-CFD</td>
<td>−14.4</td>
<td>−19.4</td>
<td>−40.7</td>
<td>−48.2</td>
<td>−46.9</td>
<td>−28.0</td>
<td>−31.5</td>
<td>−31.1</td>
<td>−2.8</td>
</tr>
<tr>
<td>VFD</td>
<td>−29.1</td>
<td>−37.7</td>
<td>−61.0</td>
<td>−63.5</td>
<td>−64.9</td>
<td>−50.5</td>
<td>−60.8</td>
<td>−46.1</td>
<td>−1.4</td>
</tr>
<tr>
<td>UFV</td>
<td>−6.7</td>
<td>−8.4</td>
<td>1.9</td>
<td>−1.7</td>
<td>−16.4</td>
<td>−13.4</td>
<td>−20.5</td>
<td>−15.6</td>
<td>−0.7</td>
</tr>
<tr>
<td>SFD</td>
<td>−19.7</td>
<td>−26.1</td>
<td>−43.2</td>
<td>−42.7</td>
<td>−52.1</td>
<td>−45.8</td>
<td>−48.5</td>
<td>−47.1</td>
<td>−1.7</td>
</tr>
<tr>
<td>FEFD</td>
<td>−23.0</td>
<td>−30.4</td>
<td>−32.4</td>
<td>−36.1</td>
<td>−39.3</td>
<td>−35.7</td>
<td>−32.8</td>
<td>−25.1</td>
<td>−3.9</td>
</tr>
</tbody>
</table>

Analysis of the table shows that the balance of migration has a positive value only for the three federal districts (CFD, N-WFD, SFD). And the maximum modulo value for all districts, with the exception of the Southern Federal District and the Ural Federal District, is reached in 2012 or 2013.

4 Investigation of the Impact on Migration of Some Factors

Eleven socio-economic indicators of federal districts were analyzed to reveal the factors influencing the migration flows: incomes of the population, expenditures of the population, the number of offenses, the incidence of tuberculosis, the number of unemployed, the average size of accrued pensions, the average price of housing in the secondary market, the consumer price index, investments in fixed capital, the average annual amplitude of air temperature, the number of pensioners per 1000 people of the population.

For each of the years under consideration, the coefficients of pairwise linear correlation (the Pearson coefficient) for the values of all these factors were calculated. A strong correlation dependence of a number of them was found, which made it possible to reduce the number of factors considered to 5. Further, for the remaining factors, models of multiple linear regression were constructed, the coefficients of which were checked for significance in accordance with the t-test. Finally it was obtained that the level of significance of 0.1 is satisfied by the parameters of the regression model of the form:

$$Y(N) = b_0(N) + b_1(N)X_1(N) + b_2(N)X_2(N)$$

where:

- $N = 2010, \ldots, 2016$ years,
- $Y(N)$ - migration rate,
- $X_1(N)$ - values of the factor “incidence of tuberculosis”,
- $X_2(N)$ - values of the factor “investment in fixed assets”.

Under the migration factor in this paper we will understand the migration balance attributed to 100 thousand people of the population.

Table 2. The results of the analysis for the coefficients of the regression equation for significance level 0.1.

<table>
<thead>
<tr>
<th>Year</th>
<th>$b_0(N)$</th>
<th>$b_1(N)$</th>
<th>$b_2(N)$</th>
<th>R-square</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>27.0</td>
<td>-4.52</td>
<td>0.22</td>
<td>0.74</td>
</tr>
<tr>
<td>2011</td>
<td>-101.9</td>
<td>-4.74</td>
<td>0.27</td>
<td>0.56</td>
</tr>
<tr>
<td>2012</td>
<td>-267.7</td>
<td>-4.49</td>
<td>0.31</td>
<td>0.66</td>
</tr>
<tr>
<td>2013</td>
<td>11.4</td>
<td>-6.49</td>
<td>0.18</td>
<td>0.56</td>
</tr>
<tr>
<td>2014</td>
<td>144.8</td>
<td>-7.44</td>
<td>0.12</td>
<td>0.67</td>
</tr>
<tr>
<td>2015</td>
<td>145.1</td>
<td>-7.38</td>
<td>0.11</td>
<td>0.59</td>
</tr>
<tr>
<td>2016</td>
<td>133.2</td>
<td>-6.01</td>
<td>0.07</td>
<td>0.44</td>
</tr>
</tbody>
</table>
Analyzing the obtained Table 2, it can be concluded that the incidence of tuberculosis negatively affects migration flows to the region, and investment in fixed assets is positive. The resulting coefficient of determination is not very high, but it can still indicate the validity of the model obtained, even at a qualitative level.

It can be noted that the incidence of tuberculosis is strongly associated with the level of crime, the standard of living and the climatic conditions of the region, and investments have a serious impact on the income level of the population. Therefore, the presence of these two factors in the resulting regression model is fully understandable. In addition, in the values of the parameters of the model two pronounced trends are observed in the periods of 2010–2012 and 2014–2016: in the second period the value of the modulus of the coefficient $b_1(N)$ increases approximately by 1.7 times, and for the coefficient $b_2(N)$ decreases by approximately 2.7 times. And according to the data in Table 1, we can see that for the first period, the increase in migration flows is characteristic, and for the second, the decrease.

5 Conclusion

Thus, as the main result of the study, it can be noted that even a highly aggregated regression model (1) at a qualitative level reflects a change in trend from an increase to the reduction of migration flows to the CFD and N-WFD occurring in 2012–2013.
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Abstract. Creative tools based on the use of digital technologies form a new type of “brand to consumer” communication, its special feature is the realization of the socio-psychological function of marketing. The brand’s solution of social and psychological problems of target audiences using digital technologies allows building meaningful, interactive, partner, personalized brand relationships with consumers.

Keywords: Communication marketing · Digital marketing · Social marketing Art-marketing · Partisan marketing · Flashmob · White paper Entertainment-marketing · Provocative marketing · Aggressive marketing Viral marketing · Buzz-marketing

1 Introduction

Nowadays, new creative and innovative tools and tools for communication marketing are being developed and developing along with traditional tools of marketing communications - advertising, Public Relations, Sales Promotion, Direct Marketing, Personal Selling. Digital technologies usage obtain an institutional basis for new types of communication marketing for their implementation in practice, methods and receptions.

Our hypothesis is that the new tools are completely different: the mechanism of their impact on consumers is not pressure, repetition, to attraction and manipulation techniques – but the brands attempt to be consumer-friendly, to give him new information, to solve socio-economic and/or psychological problems that are relevant to an
individual consumer, target audience or society, in general. The basis for this communication type is digital technologies, the digital environment for brand-to-consumer interaction, which allows to precisely and subtly orient the brand’s communications to the consumer taking into account his style and lifestyle, preferences, problems, values, stereotypes, aspirations, knowledge, principles of integration and omnichannel.

2 Methods and Methodology

To describe the specifics, the nature of the communication interaction of brands with consumers in the digital environment, we use general scientific empirical methods of observation, comparisons, descriptions and measurements, general scientific methods of theoretical knowledge - formalization, hypothetico-deductive method, general methods and methods of research - analysis and synthesis, induction and deduction, generalization, analogy, modeling, system approach, structural-functional method, the method of historical analysis. Disciplinary methods used in our research include marketing analysis methods (qualitative and quantitative, desk, event-analysis, modeling), and interdisciplinary methods - questioning, associative experiment, semantic analysis, etc. The study of the socio-psychological functions of creative tools and digital tools for their implementation was carried out on the basis of a structured-semantic and comparative analysis of materials collected by the authors themselves - more than 300 case studies, which are a description of new popular marketing tools, developed by creative, advertising and marketing-communication agencies, specialized in printed publications and on Internet sites. The object of the study were those case studies in which creative tools were used, the subject being the mechanics of realizing the socio-psychological function of creative tools and tools.

3 Discussion

The research interest in digital media, the nature of communication in the digital environment is growing every year. Thus, Hervás from Universidad Católica de Murcia writes about the Internet as a new interaction environment, and shows the commonality of traditional and digital media. The author shows how the digital environment changes the technology of communication, a special role is given to the visual identity and flexibility of communication - with the preservation of the main message [1].

On the contrary, Polo, Sánchez and Meroño believe that digital communications turn over the previous 5000 years of impersonal communication between people, and that it is digital media that can capture, hear and immediately satisfy the needs of customers. In addition, according to the author, this section of marketing should not be aimed at sales, but, first of all, to collect information: digital communication is called upon to improve itself [2].

Solarte-Vásquez and Nyman-Metcalf of Tallinn Law School considers digital media as the basis for a Smart contracting - a proactive proposal to operationalize the relational contract theory for the upgrade and improvement of legally relevant
exchange. The author’s vision shows the revolutionary character of communication in a digital environment [3].

Dr Ben Walmsley represents digital media as an opportunity for digital engagement for the purpose of audience enrichment. Digital platforms can promote a slower, deeper, more relational and more democratic engagement with audiences. The author doesn’t discuss the mechanisms of digital engagement, but believes in their efficiency.

Generally, research in the field of digital media is focused on formation effective mechanisms and obtaining data.

4 General Characteristics of Creative Tools and Their Socially-Psychological Functions

In our opinion, the usage of marketing creative tools for communications is the basis for creating an enterprise communication marketing system. It is the study of the specifics of creative tools and means of marketing communications that allowed the authors to develop a concept of communication marketing.

What does unite all these different new tools and means of communication marketing? First of all, we can talk about a functional community. The functions of the new marketing communication tools include:

- strengthening the impact on the consumer due to the presence as an obligatory component of creativity;
- increased storage due to the novelty effect;
- building loyalty to the brand;
- building knowledge about the brand;
- increase in demand and increase in the number of sales;
- launching a new product on the market;
- Building brand recognition;
- creation of the effect of integrated impact on the consumer;
- Reduction in the frequency of paid contacts (sometimes up to 1) while preserving, and sometimes increasing the effectiveness of the action;
- Initiation of free communications that promote the product;
- decrease in the degree of rejection of marketing communications by consumers as a factor in increasing their effectiveness;
- creation of such property of marketing communications, as interactivity with the purpose of increase of their efficiency;

The creation of personal communication effects, which can also positively influence the effectiveness of the shares.

A socio-psychological function.

Let us reveal some details on socio-psychological functions, since it is the basis for creating a motivational base for the use of creative tools, and provides interest to consumers. It is based on the fact fact that the creative tool overcomes mistrust and rejection of consumers due to the fact that with its help the advertiser not only solves its marketing tasks, but also addresses important social and psychological problems of the individual consumer. And it doesn’t only address, but often offer a way to solve them,
and sometimes decides. This kind of mechanics, due to the implementation of this function, have an increased ability to involve consumers in the advertiser marketing communications, create an interactive communication effect that can positively influence their effectiveness. As a result of the analysis, we have identified those creative and innovative tools, in the use of which advertisers are trying to solve certain social and psychological problems of consumers (Fig. 1).

Let’s explain these promotion tools.

Entertainment-marketing is a creative tool of communication marketing, consisting in the development and production of entertaining events online or offline, used in the market conditions for the purpose of promotion, during which the consumer comes into direct contact with the product, interacts with it. Interaction leads to the fact that the participant of the E-marketing event becomes a consumer of the product with a high degree of loyalty. The creativity of the event launches viral marketing and buzz communications in the digital environment, reinforcing its effect many times. The essence of E-marketing most accurately expresses the formula: creative interaction with
the product for the purpose of consumer entertainment and sales increase based on digital technologies. The following action for a liquor brand is an example of E-marketing: a nightclub entertainment event, based on a famous musicians concert for the target audience; during the event, presenters are offered tasting an advancing beverage with the prize announcement. One of the wine glasses contains a large diamond; a diamond in a glass becomes a prize for the finder; the action has a significant noise-effect and SMM-effect.

Provocative marketing is a communication marketing tool based on a bright event, publication, presentation, etc. violating the moral, ethical, behavioral and other norms that exist in society, causing a scandal, which due to this has the potential energy that can “launch” the viral mechanisms of buzz-informing consumers about provocation and the promoted object, often refers to the teenage sense of protest against the foundations of society, family and school regulations. At the same time, the share mechanics takes into account two target audiences - the adolescents themselves, for whom the product is targeted and the communication is targeted, and the adult audience. Provocation is estimated positively by teenagers and causes rejection of the adult audience, launching buzz communications, which increases the coverage of the tool and additionally motivates teenagers to consume. Some modern companies, e.g., the Russian company Euroset, use provocative marketing as the main promotion tool, combining events with various mechanics and digital tools to enhance the effects of provocative marketing by increasing coverage.

Flash mob is a communication marketing tool based on a strange, not always understandable event, lasting from 1 to 5 min, initiating due to its strangeness and incomprehensibility into the buzz communication. It is calculated both for the primary audience - present at the event, and for the secondary audience, to which the information will reach both via digital channels, buzz-communications, and through the media. Initially flashmob as a non-commercial tool was aimed at solving an important social and psychological problem - the problem of loneliness. In the framework of a flash mob a person can feel himself a member of the collective, jointly carry out certain actions - albeit devoid of meaning. This function of the flash mob was partially preserved in its commercial form. One of the most famous flash mobs, which has already become “classical” (many tried to copy it), is a massive dance at the Liverpool street station. The promotion was developed for the mobile operator T-Mobile, and if you click on the link https://youtu.be/VQ3d3KigPQM, the video will have more than 41 million views (possibly more at the time of publication).

Aggressive marketing is a communication marketing tool that, as a basis for initiating viral marketing and buzz, uses aggressive behavior, an event, a publication, etc., whose elements are violence, cruelty, appeals to the psychological problem of aggression and irritation, as well as the social problem - the tension in society. When using the tool, the consumer gets the opportunity to “discharge”, throw out the accumulated negative energy while contacting the product, which affects the economic performance of the stock performance evaluation. So, the hotel management in the center of Madrid provided an unusual marketing experiment, allowing the audience to completely crush its hotel decoration on one of the floors. The idea was prompted by the need to restructure the rooms. Before the bacchanalia, 40 decent citizens who suffered from stress were selected, and they did not miss their own: they broke TV sets
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on the floor and smashed mini-bars in the rooms. Free information support is impressive - more than 200 journalists with cameras, reporters and photographers.

Social marketing is directly designed to organize a solution of a socially significant problem while simultaneously implementing the marketing objectives of the enterprise. Social marketing is capable of simultaneously performing two important functions: opportunity of media information creating, such as blogging, the image of the product (and this is how social marketing is similar to PR), and the function of promotional product sales increasing (the main function of the sales promotion). It is the sharpening of this tool to solve acute social problems that makes it interactive, increases the involvement of consumers on the basis of their goodwill and willingness to help. Digital-channels at the same time perform both informational and selling functions.

A vivid example of this interpretation of social marketing is the campain of RED: famous fashion & lifestyle brands present their goods of red color for sale. Some of the proceeds from sales go to charitable purposes, namely: assistance to the peoples of Africa. Thus, at the expense of the mechanics of the action, it is possible to realize several goals at once - social, on the one hand, image and increasing the number of sales - on the other. Moreover, the goods in red colour are a design statement for the traditional brands.

Partisan (guerilla) marketing is a creative tool of communication marketing aimed at increasing sales. Its essence is an event that includes a personal contact of the consumer with the brand and communicator in the living space of target audiences, in which the consumer does not realize that they are being influenced for advertising purposes. Thus, the marketing problem of consumer’s rejection of communications is solved and an interactive effect is created. Partisan marketing has been particularly developed in the digital environment. Unfortunately, at the present time it plays not only a positive role in the life of society, distorting the communication space in the political, social and economic spheres. Examples of offline guerilla marketing are various kind of events, fake consumers, in the digital environment these are comments in social networks, participation in forums, online discussions, texts, illustrations, product representation by blogger, videos that cause brand associations that the consumer does not identifies as advertising.

Art marketing - a creative tool for communication marketing, when the consumer is engaged into creativity while simultaneously contacting the product or consuming it. Art marketing usually consists of the following stages: creativity of consumers (a demonstration of creativity of consumers), viral marketing and buzz-communication. Art marketing addresses the need to engage in creativity, create something new, which, on the basis of high involvement and the effect of interactivity, increases the effectiveness of actions aimed at promoting the product. The following action is an example. Consumers are distributed Red Bull drinks in a big pack, at the same time there is an offer to participate in the contest for the best design made from Red Bull cans. Demonstrations of art objects created by consumers are held in the best museums of Russian cities and are covered in the press. The event becomes the starting point for viral, SMM and buzz communications - both personal and through the media.

Viral marketing, unlike Buzz, uses an intermediary - a certain material object - games, flash games (Viral Game), SMS, MMS, video clips, music, electronic games,
free soft, pictures, links, anecdotes. All that content is sent to each other by consumers, it is used by communication information means. Viral marketing relies on the socio-psychological need to share information and uses as a basis for creating additional motives for humor, shock effect, fake, joining trends, jokes, unexpected combinations, sex, celebrities, etc. The interactive viral video of the Tipp-ex brand in the active campaign period gained more than 46 million views from 217 countries via Youtube, 1 million reposts via Facebook, 220,000 tweets, 60,000 online article, sales results in Europe + 30%.

Buzz-marketing is a marketing communication tool in which information about an enterprise or product is distributed through personal communication of consumers. We use social media marketing to solve social and psychological problems of lack of communication - both qualitatively and quantitatively, and to create an interactive communication field of an advertiser with a consumer, so and consumers among themselves. An interesting solution was invented by experts of the advertising agency Design-Art (Rostov-on-Don, Russia). The generating base of buzz was the creative SP action with the name “Nostalgia”. It was based on the mechanics that the Zhigulevskoye beer was sold at a “Soviet” price - 37 kopecks for a half-liter bottle (that is very cheap nowadays). Intensive buzz-communication of citizens both offline and online forced the media to address this topic, and absolutely free of charge. Thus, the creative decision turned the traditional sampling tool into an international event: information about it appeared not only in regional but also in national media, and even in international ones (the action was mentioned in one of the BBC broadcasts).

White paper – granting on a free of charge information with educational, developing character to the consumer. White paper helps consumers to solve the problems of self-development, self-improvement, personal growth, business development. The condition for access to important information, as a rule, is the transfer by the consumer of a certain amount of information about yourself, which in future allows the brand to organize accurate, point-to-point communications with target audiences based on digital technologies. An example are the free educational web-seminars, e-books conducted by a digital agency, offering a large amount of useful information for consumers of b2b services and simultaneously promoting a digital agency.

5 Conclusion

Thus, the brief overview of the implementation of the socio-psychological functions of the creative tools of communication marketing in the field of promotion allows us to conclude that increasing the efficiency of using these tools is based on creating an interactive effect through digital technologies based on the involvement of consumers in solving social and psychological problems, existing both in the individual representative of the target audience, and in the society as a whole.

The creative and innovative tools that allow to implement the socio-psychological function of consumer impact using the digital technologies are Entertainment-marketing, Provocative marketing, Flash mob, Aggressive marketing, Social marketing, Partisan (guerilla) marketing, Art marketing, Viral marketing, Buzz-marketing, White paper.
Research Limitations. The results of the research can not be used for most traditional tools of marketing communications - Sales Promotion, Direct Marketing, Public Relations, Personal Selling, all types of advertising (television, outdoor, newspaper, magazine, outdoor, souvenir, etc.), because they are mainly ignore the establishment of the emotional connection of the brand with consumers on the basis of addressing the significant socio-psychological problems of target audiences, continue to use traditional methods of influencing consumers based on repetition, planned frequency of contacts and audience coverage.

Scope of Future Research. The directions of future research are related to the study of the features of integrating the interests of brands and target audiences on the basis of digitalization of promotion, identifying specific integration of digital and offline promotion tools, differences in integration between mobile app, site and SMM-centered models of digital integration of brand communications based on the use of brands of creative tools and tools. One of the directions of future research is the study of the attitude of consumers to the creative tools of brand promotion, which solves social and psychological problems in society.
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Abstract. Digital economy is a kind of economic activity where digital form of data becomes a factor of production. It stimulates creating information space taking into account needs of citizens and the society. At the same time the development of digital economy gives rise to a number of problems. Different threats of unfair use of information appeared. One of the most serious problems is the problem of intellectual property and data protection. Successful realization of innovation projects and implementation of innovations requires creating an effective mechanism of intellectual property protection and protection of information. The paper investigates the main problems of digital economy development in the Russian Federation the most serious of which is inadequate system of information security. The comparative analysis made it possible to indentify that economic security is closely connected with intellectual property protection and innovation activity within employment relations and contract relations. Unfair access to commercial confidential information can cause damage and loss of important data and lead to innovation program failure. The study found that in order to provide protection against unauthorized use of information by the third parties it is important to create a system of limited access to intellectual property, commercially valuable information, and the results of innovation activities.
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1 Introduction

In Russia, most of the problems connected with the use of information and telecommunication technologies in various fields of activity have been resolved. However, the legal regulation in this sphere has a number of shortcomings, which can cause serious problems for creating new institutions of the digital economy, the development of information and telecommunication technologies and related economic activities.

The citizens of the Russian Federation have recognized the necessity to possess digital competence and skills, but the level of use of personal computers and the “Internet” network in Russia is still much lower than in Europe. And there is a serious gap in digital skills between different groups of the population [1].

A special international network readiness index was created to assess countries’ readiness for the digital economy. This index is used to reveal readiness of countries’
economies to use digital technologies to improve competitiveness and prosperity, and assesses the factors that influence upon the development of the digital economy.

The research showed that such countries as Finland, Switzerland, Sweden, Israel, Singapore, the Netherlands, the United States of America, Norway, Luxembourg and Germany are the leaders in the sphere of the digital economy. The Russian Federation takes only the 38th place [2].

Such a significant difference in the development of the digital economy can be explained by the shortcomings of legal regulation of the digital economy, the lack of a favorable environment for business and innovation and, as a result, the low level of use of digital technologies by business structures.

The multimedia revolution is affecting economics, science, and law; thereby involving in a global debate issues concerning fundamental freedoms and access to knowledge [3]. The development of digital economy caused a lot of problems in the sphere of intellectual property protection.

The study, carried out with the Science Applications International Corporation, found that cyber criminals are increasingly turning their attention towards corporate assets such as trade secrets, marketing plans, research and development findings and even source code [4].

Economic agents must protect secret information by using data loss prevention and other tools. Intellectual property is the most valuable but acceptable kind of property. Corporate intellectual property has become the target for criminals [5]. Organizations must protect know how and secret information from theft and abuse.

Raj Samani a Vice President, Chief Technical Officer for Intel Security in Europe, the Middle East, and Africa pointed down that firms need to start by understanding the value of their data. Intellectual property is the lifeblood of any organization and failure to protect it could be the death knell of the business [6].

But organizations prefer not to publish the information about intellectual property theft done by the employees because it could influence upon their reputation.

Russia faces a very difficult situation connected with violation of intellectual property rights. Unlawful manufacture and distribution of counterfeit video and audio products, replication of the most popular computer programs are widespread [7].

Digital space is very attractive for criminals who commit crimes against intellectual property. The potential of Internet, high degree of anonymity, and lack of control on the transfer of information objects create favorable conditions for digital leakage and gives the possibility to use the Internet as a tool to commit offences in the field of copyright and intellectual property. The damage from copyright violations amounts millions of euro [8].

Copyright infringement takes place when the original creation is used without permission. Legal regulation in the sphere of intellectual property was created to protect the intellectual property of individuals for a limited amount of time, and to encourage creativity [9].

Digital law provides responsibility for actions and violations in the digital sphere [10].
2 Theoretical Background

Digital economy is a kind of economic activity where digital form of data becomes a factor of production. It stimulates creating information space taking into account needs of citizens and the society to receive reliable information development of information infrastructure of the Russian Federation and creating and use of Russian information-telecommunication technologies and forming the new technological base (background) for social and economic sphere.

Digital economy consists of 3 levels which influence upon the life of citizens and the society:

1. market and branches of economy where interaction between economic agents such as suppliers and consumers take place;
2. platforms and technologies which form capacities and tendencies for the development of markets and branches of economy (spheres of activity);
3. environment which creates the conditions for the development of platform and technologies and stimulates an effective interaction between economic agents and branches of economy (spheres of activity). It embraces normative regulation, information, infrastructure, personnel and information (digital) security [11].

In order to stimulate the development of digital economy a special program of strategy of scientific and technological development was adopted in the Russian Federation.

The Programme takes into account the main objectives which are implemented within the framework of National technological initiative and documents of strategic planning, including such acts as scientific and technology development of the Russian Federation for the period of the time up to 2030; Strategy of Scientific and technological development (confirmed by Decree of the President of Russia 01.12.2016 № 642 “On Strategy of Scientific and technological development of the Russian Federation”); Strategy of development of the Information society in the Russian Federation for the period of 2017–2030 and priority project “Improvement of process of medical help organizing based on information technology implementation (25.10.2016) and documents and acts of the Euroasian economic society.

The information security doctrine of the Russian Federation, approved by the Decree of the President of the Russian Federation dated December 5, 2016 № 646 “On approval of information security Doctrine of the Russian Federation”, formed the basis for creating the state policy and development of public relations in the field of information security, as well as for the development of measures to improve the information security system. The Russian Federation has traditionally paid much attention to improvement of information security of gas- and energy supply. However, the majority of Russian companies believe that the number of crimes in the digital sphere has increased by 75% over the last three years. It requires improvement of the information security system in all sectors of economy.

The Program defines the five basic directions of the development of the digital economy in the Russian Federation for the period up to 2024.
The basic areas include improvement of legal regulation and education, creating research competencies and technical achievements, development of information infrastructure and information security.

The main aim of the improvement of legal regulation in the sphere of digital economy is to create favorable legal regime for the development of modern technologies, as well as for the implementation of new economic activities associated with their use (digital economy) [12].

Internet access, in particular the ability to move data across borders, needs to remain free from unnecessary and restrictive rules [13].

On the basis of the «road map», a special plan of activities in the sphere of digital economy development was worked out [14]. The “road map” identifies the 3 main stages of development of the digital economy:

(1) Creating a concept of priority measures to improve legal regulation for the development of the digital economy. The aim is to remove key legal restrictions for the development of the digital economy, and identify the priority basic legal concepts and institutions necessary for the development of the digital economy - 2018.

(2) Implementation of the concept of medium-term measures to improve legal regulation for the development of the digital economy - 2020.

(3) Implementation of the concept of complex legal regulation of relations arising in connection with the development of the digital economy to provide a favorable legal regime for the emergence and development of modern technologies and economic activities associated with their use (digital economy) - 2024.

3 Informational Threats

Protection of innovations and commercial information can be defined as a system of legal, economic, organizational and technical measures providing information security of innovations. Information policy provides rational use of confidential information and economic security [15].

There are different threats of unfair use of information such as internal or external, active and passive, intentional and unintentional (see Fig. 1).

Passive threats are not aimed at the destruction or damage of information or information systems, computer programs, databases, or intellectual property. They are connected with the unauthorized use of the secret information by the third parties to obtain benefits. Active threats cause the intentional deliberate damage of information resources, software. Active threats include actions of hackers.

Threats can also be intentional and unintentional (accidental).

Unintentional threats are associated with accidental damage or access to information resources. They can occur as a result of force majeure (floods, fires, natural disasters) or as a result of an error (for example, sending information for the wrong e-mail addresses).

However, unintentional threats can cause the damage comparable with the damage from intentional threats.
Intentional threats are specially created for the destruction of the information security system. Intentional threats can be divided into internal (occurring within the company) and external. Internal threats are often determined by social tensions and “heavy moral climate”, the actions of employees. Figure 2 demonstrates the three main types of intellectual property theft done by the employees.

Figure 2 demonstrates that trade secrets theft form more than 2/3 of all the crimes. About 1/3 of the crimes refer to sale proposals and presentations theft. And another 1/3 of the crimes were committed to steal customer databases and contact information.

The most valuable know-how form trade secrets and technological secrets. “It is possible to define the following features of Know-how. It is the information, technical knowledge, experience, connected with the development, launching the production, operation, service, repair, improvement and utilization of new hardware, technology and materials.

1. It has real or potential technical and commercial value;
2. It is being applied or can be applied.
3. It has confidential nature, it is not in the public domain;
4. It has no legal protection on the national, regional and local levels.
5. It is necessary to possess special knowledge and experience for using it.
6. The way of its fixation can be different (written form, oral or visual).
7. Without obtaining know-how it is impossible to improve technical objects, technology and materials, in which know-how is involved” [16].

Most of the thefts were committed by the employees leaving a job. In 2003 US Department of Justice revealed the information about the two former Boeing managers who were charged in a plot to steal trade secrets (documents concerning a multi-billion dollar rocket program for the US Air Force) [8].

In Great Britain about 25% of companies suffered from intellectual property theft.

The results of intellectual activities of such employees as engineers, researchers, inventors, their inventions and achievements belong to the employer and the organization in which they work [17]. Activities of this group of employees provide innovations and guarantees competitive advantage. Disclosure of trade secrets and technical secrets, know how by this category of employees can cause a lot of problems. Sometimes they can do it unintentionally during presentations at congresses, seminars and conferences [18].

Temporary workers and employees who have access to commercial and trade secrets of the employer can disclose information also (Fig. 3).

More than 2/3 of the employees consider that intellectual property theft is acceptable. About 13% of respondents think that intellectual property theft is possible. And only 1/3 of the employees answered that intellectual property theft is completely unacceptable.

External threats can arise as a result of deliberate malicious actions of competitors. Most often, they are realized in the form of economic or industrial espionage [19], which refers to the illegal collection, assignment and transfer of commercially valuable information, know-how, results of intellectual activities to obtain benefits at the expense of the rightful holder of the information [6].

Economic and industrial espionage cause external threats which are aimed to collect and transmit commercial information for providing competitive advantage [20].
Today, new problems and threats influence upon the development of the digital economy of Russia. Such as the problem of protection of human rights in the digital world, including the identification (correlating a person with his digital image), the safety of digital data of the user [21]. Threats to the individual, business and state in the sphere of digital activities can be caused by virtualization, remote (cloud) data storage, communication technologies and devices.

4 Conclusions

The analysis of the digital economy development made it possible to reveal some serious problems in the sphere of intellectual property and data protection. These problems can be explained by the nature of information and potential of Internet which creates favorable conditions for digital leakage and gives the possibility to use the resources of Internet for committing intellectual property theft.

In order to solve the problems it is necessary to introduce differentiated legal regulation of any actions aimed at creation, storage, copying dissemination and use of information.

To achieve good results in this sphere it is important to:

(1) create an effective mechanism of management in the field of digital economy regulation;
(2) remove legal restrictions and create a special legal regulation of the digital economy;
(3) accept a number of measures aimed at promoting economic activities related to the use of modern technologies,
(4) provide the policy of the development of the digital economy on the territory of the Eurasian Economic Union,
(5) work out methodological basis for the development of competencies in the field of digital economy regulation.

It is also important to adopt special legal acts regulating rights and duties of participants of information interaction in social networks and other social communication.

The state must install sufficient legal regulation to ensure safe access to cloud operators in the processing of personal data. The requirements for the identification of users of communication and other services of participants of information interaction must be worked out. Special mechanisms must be created to prevent the emergence of illegal information in the Russian segment of the Internet, including mechanisms for its removal.
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1 Introduction

Globalization and digitization of the economy is one of the priority directions of development for the Russian state. Ensuring the effective implementation of modern business processes is carried out through the digital economy, the main tools of which are new “breakthrough” technologies, innovative services, digital business models. The value of digital solutions is growing today, and it requires organizational and technological modernization of enterprises.

Since the beginning of the XXI century, the world has been actively using information technologies in electrical networks, including the development and implementation of “smart” networks and the required infrastructure for them. The need for new developments escalated with the active development of electricity production based on renewable energy and industrial generation distribution. Connection of such generation facilities requires the latest technologies for their activation, ensuring reliability and efficiency in the transmission and distribution of electricity.
The most active “digitization” of the electricity grid infrastructure is carried out in Europe, where the percentage of renewable sources in electricity production is already about 15%, and it should reach at least 27% by 2030. In order to support the development of intelligent networks, the EU aims to replace at least 80% of electricity meters with smart meters by 2020 [1]. According to the European Commission, the use of smart counters and networks can reduce the annual primary energy consumption in the EU by 9% by 2020, as well as reduce harmful emissions. Financial support for research and development and projects for the implementation of such networks are also used to achieve these goals. The EU provides funding for about 30% of digital network projects in Europe [2].

According to the report 2016 of the joint research center of the European Commission Directorate General, the EU countries are realizing more than 308 new projects on the implementation of “smart” networks with a total cost of about 2.15 billion euros. At the end of 2016, more than 642 projects were implemented (2.82 billion euros). In total, more than 950 projects to create a “smart” infrastructure have been implemented and are being implemented. The largest number of networks being implemented is in Germany (140) and Denmark (105) [3].

2 Theory and Methods

The term “digital economy” was introduced by Don Tapscot in 1997 [4]. In addition, such terms as Internet economy, web economy, e-economy, New economy are used. The term “digital economy” was used first also by Alexander Kuntsman as “a modern type of economy characterized by the predominant role of information and knowledge as the determining resources in the production of material products and services, as well as the active use of digital technologies for storage, processing and transmission of information» [5].

Today the digital economy is a system of economic, social and cultural relations based on the use of digital information and communication technologies. Thus, the usual relationship is now replaced by an electronic analog. These changes are accompanied by the need to transform classical public institutions in order to ensure the level of trust in the electronic sphere.

Russia has also created the Digital economy programme, which is aimed at organizing systemic development and introducing digital technologies in all spheres of life: in the economy, in business, in public administration, in the social sphere and in the municipal economy [6]. According to the McKinsey report, Russia’s goal is to increase the share of the digital economy by 3 times, because today digitization level of the domestic economy is insufficient [7]. The process of digitization in Russia is slower than in the whole world. First, this process threatens to change culture. Russia is a multi-ethnic country, where culture has great importance for people, those features that are inherent in Russian culture can’t be digitized [8]. For example, according to Moody’s, digitization in Russia doesn’t mean growth, which will soon be at the level of 1.5% per year in Russia because of the lack of the digital environment development in the country and structural constraints [9].
For the effective development of the digital economy in Russia it is also perspective to apply the cluster approach.

The methodology of the work includes accumulation of information, their correlation with each other and comparison, analysis and assessment of actual information.

3 The Problems of Energy Industry in Russia

The energy industry of Russia needs to be modernized with smart systems to improve efficiency and reduce capital and operating costs. In General, the process of digitization in the power industry is at an early stage. Despite the fact that the trend of transition to digital technologies in the systems of data collection and processing, control and automation of substations was outlined more than 15 years ago, the world’s first digital substation was launched only in 2006 [10]. However, today almost all the leading companies-producers of the electric power industry are actively working in this direction, and also telecommunications are the basis of monitoring and control systems in any other sector of the economy.

The problem of developing “reliable and flexible networks” has become one of the tasks of the national technology initiative EnergyNet (along with the development of distributed generation and consumer services in the power industry), which aims to create competitive technological solutions in the world by 2035. According to the high-cost map of the national technological initiative EnergyNet, the concept of digital networks includes the development of intelligent metering systems of energy currents, distributed automation systems, systems for monitoring the operational status of equipment and quality of energy supply, the formation of digital models for optimal control of the power system operation and development [10].

Digitization of the electric power industry implies both modernization of its technological processes and introduction of innovative methods of enterprises economic activity assessment. Power industry enterprises activity, which is based on outdated principles of monitoring and management, are not able to maintain a high level of economic security, and the industry as a whole can pose a threat to the state.

Innovative technological development of the electric power industry today is characterized by the unification of the power grid and information infrastructure in the network nodes—digital substations [11]. Digital substation is an element of active—adaptive (intellectual) power supply network with control, protection and management system based on information transmission in digital format. This technology allows to reduce the cost of construction of substations, reduce their size, improve reliability and, ultimately, improve the quality of power supply to the consumer without increasing the cost. This, in turn, gives an increase in noise immunity, reducing the number of equipment, secondary switching circuits and saving space. Digital substation can be built faster and it is easier to develop model projects for replication. Currently, there are hundreds of such substations installed in China, USA, Canada and other countries [9].

The transition to the new automation and control systems was possible with the occurrence of new standards and technologies of digital substations, which, first of all, includes a specially developed standard. All information links at the substations are digital and form a single process base. This opens up the possibility of rapid and direct
exchange of information between devices, which ultimately allows to abandon the mass of copper cable connections, individual devices, and to achieve a more compact location. So, the main feature of the digital substation is that all its secondary circuits are digital data channels forming a single information network.

Thus, it is expected that the digital substation can improve the security of electric power facilities, to obtain a significant metal consumption reduction, reduce the number of elements in the control and monitoring systems with their efficiency increasing, improve the level of reliability and minimize the cost of engineering and adjustment. The successful implementation of such substations contributes the transition from the hardware market to the software market in the future. The first ultra-high voltage class power facility, which implemented digital technology was introduced in Russia only in 2018 (substation “Tobol” in the Tyumen region). It is planned to build more than 30 such facilities in the country by 2025 [10].

Pilot projects in Kaliningrad and Sevastopol have been developed and are being implemented for the testing of intelligent technologies within Energy Net. Other pilot projects of networks digitization are also being implemented, for example, in Ufa and St. Petersburg, pilot projects are being implemented by network companies together with «Siemens». It is expected that the pilot projects should pay off by reducing the loss of electricity in the network, reducing operating costs and the need for investment to upgrade the networks. It is also expected that the new technologies will improve the reliability of power supply, including reducing the number of de-energized consumers in case of emergency situations [10]. Such technological innovations, together with organizational novelties, can qualitatively transform the electric power industry and ensure the proper level of economic security [12].

4 Digitization and Economic Security of Electric Power Industry

In conditions of the economy innovation and digitization for an adequate assessment of both the economic activity of the organization as a whole, and the level of economic security and competitiveness, it is necessary to introduce into the existing system of indicators the new list of indicators, including indicators of the enterprise’s innovative activity and their thresholds to determine the level of economic security and sustainable development [13, 14]. The system of indicators for the assessment of the level of the power industry enterprises economic security, which is based on several approaches of scientists and experts competent in the field of innovation and is created into account the specifics of the electric power industry, is presented (see Table 1).

The indicators given in the table reflect the level of economic security of power enterprises in terms of implementation and use of innovations. For the quick calculation of these indicators, it is necessary to develop and implement appropriate computer programs in the management of enterprises [15]. Such programs will allow for an accurate assessment of the level of economic security in an automatic mode without high labor costs [16]. The requirements to the results of projects are presented:

- to provide the possibility of obtaining exact and current data of economic processes;
• minimize the costs of collecting indicators from the enterprise;
• minimize errors and probability of manifestations of the “human factor” in the calculation of indicators.

Within the enterprise, there should be a special department - the economic security department, the work of which must meet the requirements of the modern economy, striving for digitization. This means that the economic security department also needs to implement the necessary technology to be more effective. For example, providing access to electronic programs of all departments of the enterprise, providing access to closed databases, replacing old computer equipment with new and more progressive technologies, avoiding a large amount of paper work.

From theoretical and practical points of view, virtual organizations with the highest level of virtualization management and assets have great prospects in the conditions of digital economy [17]. Blockchain is an information technology that allows to carry out transactions (such as data transfer, funds transfer, conclusion of a contract, etc.) between equal participants of a single network (P2P-network) without intermediaries and to store information about all transactions carried out in the registers [18]. The most famous example of the use of the blockchain technology is bitcoin, the cryptocurrency, launched in 2009. So far, it has only become widespread, but interest in blockchain is growing outside the financial sector (see Fig. 1) [18]. Decentralization is considered as the most perspective direction of blockchain technology implementation in the energy sector. Existing centralized multi-level energy systems are complex and costly,

<table>
<thead>
<tr>
<th>Group of indicators</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Financial indicators</strong></td>
<td>Unit costs of scientific research and development in sales, characterize the indicator of the knowledge intensity of the company’s products</td>
</tr>
<tr>
<td><strong>(costs)</strong></td>
<td>The level of innovation activity (the volume of investment in innovation, The cost of purchasing innovative products)</td>
</tr>
<tr>
<td></td>
<td>Availability of funds for the development and implementation of innovative developments</td>
</tr>
<tr>
<td></td>
<td>Specific costs for the licenses acquisition, patents, know-how</td>
</tr>
<tr>
<td><strong>Financial indicators</strong></td>
<td>Profit obtained through the use of innovations in production</td>
</tr>
<tr>
<td><strong>(profit)</strong></td>
<td>Profit from the sale of innovative services and products</td>
</tr>
</tbody>
</table>
| **Renewability indicators** | Number of developments or implementations of innovations-products and innovations-processes | 60 K. Lapshina and Z. Mingaleva
|                             | Volume of innovative services and products                                   |
|                             | Number of transferred new technologies (technical achievements)              |
| **Structural indicators**   | Number of researchers, developers and other scientific and technical structures |
|                             | Number and structure of employees involved in research and development        |
|                             | Structure of employees involved in research and development (number, age, qualification) |
blockchain can simplify the interaction, connecting directly producers and consumers of energy (primarily electricity). It is assumed that in such systems the electricity produced at small distributed generation facilities will be delivered to the end users via micro networks [19]. The volumes of produced and consumed electricity will fix the «smart meters», and trade operations and payments, will fix «smart contracts». The participation of brokers or electricity companies will not be required.

According to the consulting company Indigo Advisory, the total number of cases of blockchain technology application in the energy sector has already exceeded 100. Most of them are in Europe, and more specifically in Germany, which has declared an “energy turn” towards clean energy. In August 2016, the German Energy Agency conducted a survey among 70 managers in the energy sector about the perspective of blockchain implementation. More than half of them indicated that they were implementing or planning pilot projects using blockchain. Speaking about Russia, in November 2016, the initiative for the implementation of blockchain technology for the accounting of electricity transactions was made by the Russian Qiwi group together with “Tavrida Elektrik” [10].

There are several difficulties, that prevent the blockchain development in the electricity sector:

- the technology has not yet reached maturity, “smart contracts” are not sufficiently developed, and there are practically no user-friendly applications for consumers;
- energy is rather inertial: changing business models of producers and consumer behavior takes time;
- blockchain is not the only alternative to promote decentralized energy, because the other technological solutions exist. It is attractive in terms of reducing operating costs and risks, but the costs of hardware and electricity (for transaction verification) are significant;
- blockchain technology diffusion requires legislative changes, including the development of common rules and standards [18].
In order to overcome the obstacles to the development of digital technologies and the introduction of blockchain in the energy sector, power energy enterprises should join forces with the state, research centers and other organizations, whose activities are aimed at accelerating the commercial development of innovative technologies in the energy sector [20]. The assessments show that the resource provision of innovation developments requires state support and regulation, and at the federal level.

Today, the list of energy companies, that use the blockchain technology, includes Consolidated Edison (USA), Enercity and the German RWE AG, the Austrian Wein Energie, Finnish Fortum OYJ, Japanese E-net Systems and the Australian Living Room of Satoshi. As we see from the list, very few of these companies are the leaders of the national energy markets [21].

In Russia the blockchain will allow to manage the power system, to conclude “smart” contracts and to conduct financial calculations, but the technology will be efficient only in the presence of intelligent commercial accounting devices, combined through the Internet and allowing to use the information obtained in real time. Since July next year, Russia plans to gradually switch to intelligent metering devices, while blockchain technology can ensure full transparency of payments in the housing sector and limit the electricity loss and heat in the networks [22].

5 Conclusions

The electric power industry is one of the largest sectors of the Russian economy, which is characterized by a technical lag, so the introduction of modern digital technologies and the formation of an innovative development strategy should become the defining vectors of the electric power enterprises development. Moreover, the use of modern technological developments and computer programs helps to increase the level of the economic security of the power industry enterprises. The key areas of the electric power industry digitization include tele-control, development of telemetry (remote control of the network from the unified network operation centers through digital communication channels), digital accounting systems that automatically send data to the head office. These activities will provide the best quality of data analysis, speed of response to faults, reducing maintenance costs and improving reliability of electricity supply.

Acknowledgment. The work is carried out based on the task on fulfilment of government contractual work in the field of scientific activities as a part of base portion of the state task of the Ministry of Education and Science of the Russian Federation to Perm National Research Polytechnic University (topic # 26.6884.2017/8.9 “Sustainable development of urban areas and the improvement of the human environment”).

References

Environmental Accounting in Digital Economy

Tatiana Sheshukova\(^1\) and Evgeniia Mukhina\(^2\)

\(^1\) Perm State National Research University, Bukireva street 15, Perm 614990, Russia
sheshukova@psu.ru

\(^2\) Perm National Research Polytechnic University, Komsomolsky prospekt, 29, Perm 6145990, Russia
scancens@rambler.ru

Abstract. The market economy is characterized by high uncertainty of the business environment, the rapidity of the development. It leads to the need to adapt enterprises to a dynamic market environment; the development of mechanisms for managing the competitiveness of an economic entity comes to the fore. Innovative technologies are among the most important factors of competitiveness. Our task is reflection of these innovations at accounting. The paper is devoted to the study of key features of eco-innovations and identification of basic problems at environmental economy. The aim of the study is to develop the theoretical provisions of environmental accounting, the objects of the system (ecological innovations) and determine the range of key problems in research field. The results of the authors’ study are useful in practice, because in contributes to a more justified adoption of managerial decisions at industrial enterprises.
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1 Introduction

Formation and development of innovative economy is impossible without the production of high-tech competitive products, use advanced technologies, minimizing environmental damage. However, innovative development of the economy is hampered precisely by the environmental factor, covering almost all types of natural resources and technological systems based on their use. Environmental safety is directly related to the rational use of nature. Natural resources are depleted. It indicates the need for their rational use and the creation of a system capable of recording objects of innovation accounting in the environment. This system should provide timely and transparent information on the costs of environmental measures, on eco-innovations, and on the economic efficiency of introducing eco-innovations for the management team. All these factors actualize the development of accounting and analytical support for the management of innovation in the environment.
2 Method

A significant contribution to the development of the theory of the accounting and ecological process in Russia was made by Russian researchers, such as Alimov S.A., Barkhatov A.P., Belousov A.I., Vinokurov Yu.S., Demina T.A., Karelov A.M., Konstantinov V.A., Korostelkina I.A., Melnik M.V., Mironova O.A., Nikitina S.A. The problems of environmental accounting and audit are studied in the works of Alborov R.A., Baryshnikova N.P., Bogatoy I.N., Bogatyreva M.A., Grishanova S.V., Grishina N.N., Popova L.V., Tatarinova M.N., Saenko K.S., Suvorova S.P., etc. Among foreign economists engaged in the problem of ecologization in the economy, it should be noted Ashford [1], Arundel [2], Sarkar [3], James [4], Rennings [5], Spaargaren [6] and others.

The problems of the evaluation of innovation activity have been studied in the works of domestic and foreign scientists, including Anchishkin A.I., Arkhipova M.Y., Bagrinovsky K.A., Varshavsky A.E., Glazyev S.Yu., Golichenko O.G., Efimova M.R., Ivanova N.I., Larionova E.I., Nesterov L.I., Schumpeter J. et al.


The problems of development of digital economy (as economy the main characteristic feature of which is maximum satisfaction needs of all its participants through the use of information) are presented in the works of Andieva E.Yu, Ivanov V.V., Malinetskiy G.G., Keshelava A.V. etc.

The directions of introduction of the digital economy for Russia are development of artificial intelligence and robotics. The authors of the study note that the Russian market of artificial intelligence and machine training is only beginning to develop, showing a backwardness from foreign markets.

So far, there is no unanimity in the scientific community regarding the terminology field of categories associated with the research topic: “managerial accounting of innovations”, “environmental accounting”, “eco innovation”, “competitiveness”. That is caused by the failure of theoretical, methodological and methodological developments in the analyzed field. It requires the improvement of existing ones, as well as the creation of new conceptual representations, the development of methodological tools.

So, Volodin O.N. considers environmental accounting as a system providing users with reliable information about the organization’s environmental performance and forecasting negative events and risks; information model about the environmental activity of the enterprise, which includes the processes of: registration, accounting, collection, monitoring of costs, raw materials, materials and research results [7].

Gubaidullina, Ishmeeva wrote: “Environmental accounting is a system that can be used to identify, organize, regulate and report environmental information in natural and value terms [8].”

Zhelbunova characterizes environmental accounting as an integrated accounting system, a unique set of indicators that reflect the process of consumption of natural resources and their protection at the microeconomic level [9].
Ilicheva considers environmental accounting as a complex system that combines various components: definition of goals, forecasting, planning, accounting, analysis, development of management solutions [10].

According to Ishmeeva, environmental accounting is a segmental area of accounting, scientifically based system of continuous and continuous monitoring, evaluation, systematization and generalization of information on economic and environmental processes arising from the activities of an economic entity [11].

Mishigdorj interprets environmental accounting as accounting aimed at determining the costs of protecting the environment during normal production activities and creating a numerical profit measure taking into account environmental costs [12].

Rubanova wrote: “Environmental accounting is the result of the activities of economic entities for the purpose of managing and determining the environmental potential of the enterprise; it is the process of collecting, recording, summarizing and reflecting in the system environmental costs, natural assets, environmental funds, reserves and liabilities, as well as the results of activities of economic entities for the purpose of managing and determining the environmental potential of the enterprise” [13].

Famous Russian scientists Khmelev and professor Suglobov consider environmental accounting as a system for collecting, recording and summarizing information that will enable the identification, assessment, planning and forecasting, monitoring and analysis of environmental costs and environmental liabilities [14].

According to Sergeeva, environmental accounting should be considered in the context of methods of internal (management accounting) financial accounting for the purposes of external reporting, as well as from the perspective of strategic accounting based on the inclusion of environmental protection parameters in the modeling of enterprise value [15].

The problem field of environmental accounting includes the following issues:

- the lack of a unified approach among scientists to the content of the concept of “environmental accounting”;
- the lack of a no explanation of the accounting terminology;
- the absence of requirements for disclosure of environmental information in financial statements;
- the lack of a common understanding and classification of environmental costs;
- the need to formulate the principles of corporate responsibility on which environmental accounting should be based;
- the need to establish standards for environmental accounting in Russia;
- the need to identify environmental accounting objects;

Thus, the system of regulation of accounting and financial reporting is not sufficient to reflect the environmental aspects of enterprises.
3 Results

One of the key long-term goals of the company is maintaining competitive positions in order to continue to stay on the market. In this connection, there is a need to study the term “enterprise competitiveness”. The analysis of the main definitions allowed the authors to identify a number of directions in the characterization of the term:

- Competitiveness as an opportunity to carry out effective economic activity, determined by the release and sale of competitive goods to the market.
- Competitiveness as a sequence of implementation of functions (from the position of the functional approach).
- Competitiveness as a comparative characteristic of an object from the point of view of the subject.
- Competitiveness as a measure of reaction to market demands [16].

The essence of the concept of “competitiveness” from the point of view of Russian researchers to a large extent characterize such features as advantage, efficiency, differences, competitive market.

The competitiveness of an enterprise is inextricably linked with the competitiveness of a product, service or technology, that is, with the features of the represented object. Since consumers, in our opinion, determine the distinctive features of the produced product or technology the competitiveness of the economic entity should be characterized, first of all, by using such categories as “subject” and “object” in direct correlation with the efficiency of the business entity.

Among the factors providing (sometimes restraining) the formation of competitive advantages of the subject, is the environmental factor. In modern conditions, innovation and ecology are regarded by researchers as key factors in the strategic development of the enterprise. The main purpose of innovation is to reduce production costs, as well as reduce the anthropogenic load on nature. This can be achieved by reducing production waste and more efficient utilization of waste products. Thus, we can talk about the effective consumption of natural resources, or about the rational use of natural resources.

The desire to maintain stability and strengthen competitiveness inevitably leads to the issue of organization of environmental accounting aimed at studying the influence of environmental factors, taking into account environmental innovations, providing timely information required by responsible persons. Environmental accounting is an important step in the development of an innovative development system aimed at increasing the level of competitiveness.

4 Discussion

While appreciating the contribution of scientists, it should be noted that the issues of accounting for eco-innovations as an object of environmental accounting are insufficiently studied. In our opinion, these aspects require complementation, deepening.

We can illustrate the relationship between environmental problems arising from the use of obsolete technologies, society and the economy using the scheme (Fig. 1).
Thus, the system of environmental accounting is an important step in the development of an innovative development system aimed at increasing the level of competitiveness of the organization as a whole, which once again emphasizes the importance of issues of setting environmental accounting and the priority of eco-oriented production in the business entity. The task of the subject is to establish the relationship between economic, environmental and social indicators; development of key indicators for assessing the environmental impact of production and improving control over the environmental performance of production activities; application of economic efficiency indicators that meet the principles of green economy.

The use of modern, equipped with the newest systems of quality control, safety, equipment that minimizes environmental damage to the environment, awareness of the social responsibility of organizations for both the state of nature and the health of an individual [17], the production of competitive products satisfying the requirements of the consumer can be regarded as the most important prerequisites for the transition to an innovative way of economic development. It is widely known that the pace of growth in innovative development of the economy has been slowed by the impact of an environmental factor, the requirement of taking into account it determines the importance of developing a system for collecting, recording and systematizing information in various spheres of the ecological and economic space [18, 19].

Fig. 1. Interrelation of problems of ecology, economy and society
5 Conclusions

The objects of environmental accounting are primarily environmental innovations and environmental obligations.

In order to determine the problems of accounting for eco-innovations, it is necessary to address the key aspects of financial accounting as a whole.

The key issues solved by the financial accounting system are the following: “When did the operation take place?”, “What is the value of the accounting object?”, “How is the operation recorded in the account?”. This raises the problem of recognition of the accounting object, the problem of object evaluation, the problem of the qualification of the operation. We can achieve the solution of these issues by reflecting each operation by a certain date, assigning a certain amount and fixing the accounting entries. For a long time, the innovative activity as a whole and, consequently, its results were not considered as independent objects of financial accounting in general. In the context of transition to an innovative economy, it is necessary to clearly understand the importance of allocating innovations in general and eco-innovations in particular to individual accounting objects, which points to the problem of developing normative and methodological support in this area.

First of all, the issues of ensuring the totality of the elements of the resource support of the accounting and analytical system (procedures, tools, methods) that provide accounting and analytical support for the process of making managerial decisions in the sphere of eco-innovations require development.

Improvement of the current regulatory and legal framework, development of a single standard for recording the results of innovation activities, guidelines and recommendations for the incorporation of eco-innovations will contribute to the development of an environmental accounting system, as well as the creation of environmentally-oriented production. The key tasks of environmentally-oriented production are establishment a correlation between the system of economic, environmental and social indicators; increasing control over the environmental friendliness of production activities; using in practice of a set of economic efficiency indicators, corresponding to the basic principles of green economy.
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1 Introduction

The economic resources of the reporting entity and its claims may change for reasons not related to financial results. That is why disclosures of material non-financial information provided in connection with financial statements are essential to an investor’s understanding and analysis of the business underlying the information in financial statements. Information on these types of changing and their consequences is necessary for interested users, primarily investors and analysts to develop a more reasonable forecast of future cash flows needed to assess the business fair value and make investment decisions (Graham et al. 2005). Recent numerous studies had evidenced that the main issue is the harmonization of financial statements and non-financial information provided by the reporting companies (Khan et al. 2015; Amel-Zadeh and Serafeim 2017). The issues of corporate reporting based on comprehensive disclosure both financial and non-financial information prepared in friendly to investors manner are actively discussed at numerous scientific congresses and academic publications that examine various aspects of the reliable content, completeness and relevance as well as the prospects for further reporting development (Amel-Zadeh and Serafeim 2017, Wenxiang (Lucy) Lu et al. 2015).

Over the past ten years the number of voluntary non-financial reporting requirements around the world had increased from under 10 to 182\(^2\). At the same time, the process of legislative regulation and non-financial reporting standardization had been actively developing. For example, the EU’s Non-Financial Reporting Directive 2014/95, which determined the requirements for ESG information disclosure has now been incorporated into the national legislation of many EU countries. Among international guidelines for non-financial reporting the most well-known and widely used are the Global Reporting Initiative (GRI), Integrated Reporting standards, Sustainability Accounting Standards Board (SASB).

Despite that all these standards and requirements are oriented at presenting of material non-financial information to interested users, they have significant differences concerning the target audience, requirements for structure and content, recommendations for selecting performance indicators and criteria for their evaluation, industry specific features and other important aspects. This undoubtedly creates difficulties for interested users as well as for reporting companies (Amel-Zadeh and Serafeim 2017).

2 Literature Review

Recent studies (CFA Survey 2017; Amel-Zadeh and Serafeim 2017) investigated current trends in financial reporting disclosure in content of investor perspectives on transparency and evidenced that investors are looking for better not less disclosure.

The study (Barton and Wiseman 2014) indicated that investors are considering strategies that take into account environmental, social and corporate governance (ESG) criteria. The ESG information is associated with numerous economically meaningful effects for investors. Specifically, ESG disclosures are associated with lower cost of capital (Cheng et al. 2014; Dhaliwal et al. 2011), stock price movements (Graham et al. 2005) and better financial performance. There is data indicating that companies adopting sustainability measures may perform better than those that do not (Khan et al. 2015).

The research provided by Financial Reporting LAB\(^3\) classified the information that were determined as more reliable for investors like financial metrics and wider metrics. The financial metrics were divided to GAAP (or IFRS metrics) and related to GAAP (IFRS) metrics and other additional disclosing indicators (for example operating profit, free cash flow, total shareholder return and others). Wider metrics include non-financial indicators that can be preparing according to non-financial standards, for example, GRI or SASB and company specific metrics, developed on voluntary basis (Financial Reporting LAB, 2018). The numerous surveys of interested users outlined that information of corporate reports disclosed on a voluntary basis is often incommensurable, which makes companies’ comparative analysis difficult.

Other relatively new areas of concern to investors are cyber security and climate risks. The past few years have seen massive and unprecedented cyberattacks against


\(^3\) www.frc.org.uk/Lab.
some of largest companies in the world. Russian companies lost about 116 billion rubles due to cyberattacks in 2017\(^4\). Investors need information relating to how companies are addressing these risks and how might them affect the performance of a company in the future? (COSO & WBCSD 2018).

As numerous studies shown the interviewed respondents emphasized the insufficient level of the reporting disclosure usefulness for financial and investment decision process (CFA survey 2017, Khan et al. 2015). This makes it necessary, on the one hand, to improve the information disclosure quality, and, on the other hand, to develop a mechanism for involving stakeholders in the preparation, discussion and public verification of non-financial reports.

The providing research had allowed to identify the main difficulties that hinder the solution of this problem (Amel-Zadeh and Serafeim 2017; join research COSO & WBCSD 2018):

- Comparability of non-financial reporting data of companies in the same industry, as well as one company for different periods of time;
- Co-ordination of financial and non-financial reporting requirements;
- Timeliness of obtaining information by interested users;
- Reliability and completeness of material information disclosure;
- Difficulty quantifying non-financial issues;
- Longer time horizons for non-financial risks and opportunities;
- Lack of practical examples for the formation of “best practices” for the preparation of non-financial reporting.

The surveys (Eccles et al. 2013, CFA 2017) found out, that the respondents asked to identify key difficulties of ESG integration emphasized lack of comparability across firms (44.8%) was the most frequently identified impediment, followed by lack of reporting standards (43.2%), cost (40.5%), data usefulness (39.4%), lack of quantifiability (37.8%) and lack of comparability over time (34.8%).

All these obstacles create barriers for investors and financial analysts to timely integrate financial and non-financial information, which is necessary for making decisions. Fundamental investing depends on the analyst’s ability to make comparative analyses among companies and across time periods. Decisions about which stocks to purchase are based on the observations and insights gained from this analysis. Investors want structured quantitative data which tends to be both quantitative and qualitative for the reason that greater transparency results in decrease in the cost of equity capital, public debt, private debt capital and thus increases equity values (Graham et al. 2005).

At present, there is no longer any doubt that these problems cannot be solved by local improvements in the current system of corporate reporting without digital transformation. Digital transformation, also known as digitalization, refers to a business model driven by “the changes associated with the application of digital technology in all aspects of human society” (Stolterman and Fors 2004). It can be implemented through digitization, i.e. the “ability to turn existing products or services into digital variants, and thus offer advantages over tangible product” (Gassmann et al. 2014;

---

\(^4\) [https://www.rbc.ru/technology_and_media/19/12/2017/5a38f3749a794710aa15581b?from=main](https://www.rbc.ru/technology_and_media/19/12/2017/5a38f3749a794710aa15581b?from=main)
Amin). CFA Institute research (CFA Survey 2018) showed that the use of structured data and technology can result in a more effective and efficient overall financial reporting process in which investors and analysts receive more transparent, better-quality information on a timely basis.

3 The Main Body

3.1 Approach

We focused on the financial and non-financial reporting usefulness for investors and other capital providers and investigated the financial reporting process from the beginning to end to evaluate the effectiveness of the current system and the ways that data and technology may potentially improve or when necessary to transform that process.

We analyzed 168 public corporate reports of major Russian companies (all available reports) registered in the National Register of corporate reports to assess the quality of non-financial information disclosure from the investor’s needs. The analysis had outlined similar problems to international ones. Despite the companies’ majority use GRI standards, in practice, the information is disclosed in such a way that users have to spend significant time searching for the comparative data (sometimes without positive results). Another problem is related to the availability and timeliness of obtaining non-financial reports by interested users.

As a part of the study we used the companies’ interviews, investors surveys and Russian companies’ financial and non-financial reports’ analysis to assess their relationship and interactions. We also used a systematic literature review method to accumulate reporting development research results.

The paper examined the ways that data, data analytics, and technology may potentially improve or even transform corporate reporting system to fully meet stakeholder information requests. New technologies for the collection, processing and disclosure of accounting information and reporting were formed in accordance with the development of accounting requirements (Kuter et al. 2017). We analyzed the possibilities of digitalization in the delivery on-line data to all parties in the information supply chain and in the consumption of financial and non-financial information by all users (Amin et al. 2018; CFA 2016; Stolterman and Fors 2004). At last we assessed how digitalization may potentially transform the financial and non-financial reporting production, delivery and consumption processes to make them more effective and transparent for investors.

3.2 Statement of Basic Materials

Information which is not regulated by International financial reporting standards should disclose the features of financial results and financial position; a description of the uncertainties the features of financial results and financial position; a description of the uncertainties; dividend policy; and company’s target leverage; provide reports on
Many companies report such information, but it is not comparable between entities, reports’ structure is too specific, often there is no direct connection between information in non-financial and financial reports. Frequently the information in non-financial reporting is sketchy, some statements about future performance are too lengthy and contain a lot of “air” - redundant information and daring declarations.

There are no interactive cross-links between reports, at only basic links at best. These additional reports are often either too short or too long and although include tables, charts, figures and are presented in a certain manner, but, in fact, are poorly structured in contrast to the financial reporting. As a rule, reports, which also include financial reporting, give an impression of a complex and intricate documents, which cannot be read fully and comprehend by anyone. We believe that Comprehensive reporting, which includes all forms – financial, non-financial, management, should be built on “matryoshka” principle: on opening of a report, a user first sees an enlarged picture, where each item can be expanded by clicking on it and further down. This principle should also be applied to the text itself, the user should be able to choose what to see first – the text, the tables, or the graphs and then be able to switch from one option to another... It is advisable that at user’s request any section of the text could be opened and relevant prompts should appear, for example, to open previous periods, or to go to additional available information. Thus, reporting should be based on client servicing principles - attract and serve users in the best way as shown in Fig. 1.

Fig. 1. Interaction of financial and non-financial reporting in the conditions of digitalization in order to meet information requests of stakeholders

5 https://www.ifrs.org/issued-standards/.
Preparation of such reports is only possible with digital technologies, allowing user instant access to any reporting point with the most details, explanations of the causes of events, factors affecting them, and proactive actions that the company takes or will take in response to various situations. Artificial intelligence can help process users’ fuzzy requests - understand what information the user is looking for and offer the most appropriate response. So, a user may be interested in how a certain professional judgment was made for reporting purposes. For example, for revenue recognition under IFRS 15, it may be necessary to determine which method of estimating the variable part of the remuneration is the most relevant, and for different components of the variable remuneration, different methods may be applicable, for example, for one part - expected value, for another - the likely cost. In addition to method selection, IFRS requires determination of probabilities. In financial reporting it is not possible to give detailed descriptions on these choices for each contract, but it may contain the important information for users. Interactive digital report can provide users with explanations for each professional judgement applied. It is important that in response to, for example, a request what forecasts were made by the company for reporting purposes, the user is provided with a list of information, including information about the essential contracts for which revenue with a variable component of remuneration was recognized.

As a result, reporting will no longer be perceived as a heavy multi-page document, but as a convenient tool for building responses to any information request.

The Report should be cross-linked, not only to the company information, but also to external data, including market data, reports on any industry enterprise/country/world, competitors, legal framework.

The same approach should be applied to internal users, for whom, in addition to open sources, closed internal information of the enterprise will be available.

To improve financial reporting in non-financial reports, we propose the following.

To improve the usefulness of the SFP (the statement of financial position):

- Determine risky resources (by projects, processes) of an enterprise, referencing to non-financial reports, which describe significant risks and disclose enterprise’s preventive risk-minimization actions. This approach may be less relevant to financial assets because they are subject to detailed risk disclosures directly in the financial reporting.
- Disclosure of detailed risk information in non-financial reporting will allow risk comparison with competitors, overseeing risk dynamics and the effectiveness of company’s counter actions.
- Disclose company’s digitalization costs.
- Disclose investments comparable in importance to digitalization in other advanced technologies critical to the future of the company, by nature of activity.
- Distinguish these investments between capitalized and expensed, allowing referencing to the financial reporting in order to assess the extent to which fixed assets correspond to the advanced technology used by the company.

Suggestions for developing the non-financial reporting information to improve the perception of financial statements are shown in Table 1.
Table 1. Information to be presented in the non-financial reporting to improve the perception of the financial reporting.

<table>
<thead>
<tr>
<th>Statement items</th>
<th>Determine objects (in terms of value and provide description of the main characteristics), which are used for</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed assets</td>
<td>Advanced technologies and digital transformation; digital technologies; controlled by artificial intelligence; supporting and improving the environment technologies; remotely controlled assets</td>
</tr>
<tr>
<td>Non-recognized Intangible assets (under IFRS)</td>
<td>Goodwill composition, including portions related to digital technologies; artificial intelligence; reputation of an environmentally friendly company; workers engaged in intellectual tasks, including those associated with digital technologies; number of employees with both professional knowledge and knowledge of digital technologies; the section of company’s strategy, which focuses on the application of new technologies</td>
</tr>
<tr>
<td>Recognized Intangible assets (under IFRS)</td>
<td>Applied digital and other advanced technologies</td>
</tr>
<tr>
<td>Financial instruments</td>
<td>The forecast of financial markets development included in the sphere of the company’s interests, the use of digital technologies for transactions with financial instruments</td>
</tr>
<tr>
<td>Estimated liabilities, commitments and obligations</td>
<td>Submit a detailed description of the associated risks (risk area, actions to mitigate these risks, including risks associated with digital transformation)</td>
</tr>
</tbody>
</table>

To increase the usefulness of SCI (the statement of comprehensive income):

- Disclose development costs (for non-recognized intangible assets): in digital technology, advanced technology, to protect environment; employee development.
- Disclose total development costs (capitalized and expensed);
- Describe research costs, purpose; connection with digital technologies; connection with advanced technologies, with strategic partnership; with retraining of personnel or personnel cost involved with digital technologies.
- Classify impairment losses (natural for current level of digitalization and current market volatility, occurring from insufficient digitalization (of the company or its partners) and high level of uncertainty and variability in the economy; related to the remaining subjectivity due to the incomplete transition to artificial intelligence, ignored by management signals provided by digital technologies (accurate forecast by digital technologies should have resulted in appropriate actions, e.g. sale, purchase, improvement, reorganization); related to the digital technologies themselves (hacker attacks, failures in advanced technologies); related to corruption, force majeure, wars, natural disasters, etc.)
To improve the overall usefulness of financial reporting

Disclose information on considered, but not chosen options in professional judgment, so that user can better assess the situation. This approach will increase user’s confidence in reporting.

On one hand, the digital economy creates a great potential for IFRS to achieve a new quality level as a system of financial reporting, overcoming existing limitation for accounting of reality, but on the other hand digital economy by itself introduces new risks, primarily for business but also for IFRS reporting, management reporting, non-financial reporting.

The risks introduced by digital technologies should be considered as natural, because any progress carries a downside. However, the power of digital technologies is so great that associated risks will be reduced by further improvement of digital technologies and artificial intelligence.

According to IFRS financial reporting must meet the two fundamental characteristics – relevance and reliability. The financial reporting defines three components of reliability: completeness, absence of errors, neutrality – all of this can be significantly improved by digital technologies. The development period of digital technologies is inevitably associated with unauthorized access to the company’s website, but any new progressive phenomenon inherently carries growth diseases. It should be noted, that for the second fundamental characteristic, - predictability of reporting information - digital technologies create ideal conditions. The accuracy of the forecasts can be assured only by digital technology and artificial intelligence. The problem of relevance is easily solved with the help of demonstrated above reporting tool. The problem of reliability in financial and non-financial reporting is also close to resolution with the help of digital technologies:

From the position of the reporting entity -

- Big data allows more accurate predictions, due to significant reduction of subjectivity.
- Online availability of information allows instant access to any information necessary for professional judgment, such as technical, legal, geographical, social, political, economic, etc.
- Calculations accuracy is guaranteed.
- The choices become more warranted, because any option can be considered and calculated, confirmed by experts, any advice instantly obtained.

From the position of reporting entity, auditors and users - the verifiability of the reporting information increases many times, the subjective factor is excluded from verification; the control function becomes non-materialized, verification can be carried out on-line non-stop or at a specified interval (the auditor also has online access to all information); there is a possibility of auditing all related parties at the simultaneously. From the user’s perspective - any significant information should be extracted from company’s report in desired format to provide interested users on data for forecast preparation, performance evaluation and comparative analysis of products, markets, share price fluctuations, etc.

The issue is to adapt financial and non-financial reporting to digital technology using structured data (XBRL - eXtensible Business Reporting Language) or to wait for
the full digitalization of the entire economy including reporting. In our opinion, each company needs to strive to digitize its reporting, because only such an approach can ensure competitiveness and trust of stakeholders.

4 Conclusion

We outline the main advantages of structured data for interested users including better financial statement accuracy, systematic risk management and appraisal, ensuring the interconnection of financial reporting and related non-financial information, improving the information disclosure quality, increasing opportunity for higher returns.

There is a possibility and necessity to develop interrelated approach to preparing financial and non-financial reporting. This requires wide utilization of the digital technology opportunities. The standards of financial and non-financial reporting can no longer be developed separately, it is necessary to create a unified concept for the formation of corporate reporting (including financial and non-financial reporting) in the face of the digital technologies’ risks. Some significant directions and ways of integration were highlighted in the work.

We expect that the considering issues will stimulate further discussion within the impact of new digital technologies on corporate reporting and future studies developed the subject.
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Abstract. This article is devoted to the method of creating an intelligent neural network system. Unlike existing similar systems, the proposed system does not require frequent updates, because it is able to adapt itself to the constantly changing state of the economy and to the peculiarities of a particular region. Besides, the proposed system allows performing scenario forecasting of regional real estate markets depending on virtually changing economic parameters such as the dollar rate, the market price of oil, gross domestic product and gross regional product, the volume of housing construction in the region, the parameters of the state’s credit policy, etc.
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1 Introduction

As analysis of literature [1–4, etc.] shows, there is a large number of works that note the importance and urgency of creating high-precision techniques for mass valuation of real estate. To create such techniques, both regression and neural network technologies are actively used [5–10, etc.]. The authors of [11] made an attempt to develop a methodology that does not have these drawbacks. This paper is a continuation of the investigations begun in [11].

2 Formulization of a Mathematical Model and Its Testing

The following factors that characterize the static construction and performance factors were included as input parameters in creation of the model of mass appraisal of residential property in city Yekaterinburg: total area of the apartment, number of rooms, floor, number of floors, house type, walls type, availability of a balcony/loggia, district, distance to the city center, as well as a number of macroeconomic indicators:
GDP, RTS quotes, Brent crude oil price, dollar rate, new housing supply, housing loans issued.

The output variable of the model corresponds to the declared price of the city apartment.

Many examples for training and testing the neural network were formed on the basis of statistical data of the real estate market of Yekaterinburg over the last 10 years: from 2006 to 2016. Selling prices of apartments were taken from open sources. Thus, many instances included the data during economically calm times for Russia (2006), period of economic growth (2007–mid-2008), crisis and turning point of the Russian and world economy (2008–early 2010), period of recovery after the crisis (2010–2012), growth retardation (2013–early 2014), strong fall in the background of Russian foreign policy, imposition of western sanctions, sharp drop in oil prices and ruble rate relative to dollar and euro, financial blockade and closure of access to international capital (2014–2016). During this decade, the RTS quotes have varied from 625 to 1,733, the price of Brent oil – from $40.11 to $126.90, the US dollar exchange rate – from 23.45 to 66.49 rubles, housing construction in Sverdlovsk region – from 1284.2 to 2483.7 thous. sq.m., issued mortgage loans – from 4,369 to 59,829 mln rubles, GDP – from 26,916 to 80,4125 bln rubles.

Overall, data on 2360 city apartments was collected and processed. This set was divided into training set, which contained 2,160 examples, and testing set, which contained 200 examples. The optimal structure of the neural network was a perceptron with one hidden layer of three sigmoid neurons.

After removing erroneous examples, the training error amounted to 6.2%, and testing error – to 6.5%. Moreover, additional checks on the quality of the network using multi-fold cross-validation method did not show any significant increase in training and testing errors.

The coefficient of determination R² on the test set (between the predicted and observed values) was 0.87, which suggests that the constructed approximating model describes the market by explaining the input variables by 87%.

3 Computational Experiments and Discussion of Results

After the work of the neural network has been checked in the test cases, and thus the adequacy of the mathematical model of neural network has been proved, we can begin to investigate it. The trained neural network model responds to changes in input variables and behaves in the same way as the subject field itself. Therefore, the dependence of the predicted values on the input parameters of the model can be explored using the neural network of the model.

The first question that can be answered using the models is to determine the degree of influence of its input parameters on the simulation result – the value of apartments in Yekaterinburg. The objective assessment of this influence can be obtained, for example, by the technique using the same neural network by alternate exclusion of input parameters and observation of the error of its testing. The higher the testing error is, the more significant the excluded parameter is. The histogram constructed in this way is shown in Fig. 1. The height of the columns corresponds to the testing error...
obtained with the excluded parameter marked under the column. Moreover, the values of the column heights are scaled so that their sum totals 100%. The height of the columns is interpreted as the value of the parameter, which corresponds to the column. As can be seen from the figure, the following parameters were the most significant:

- Gdp: 26.5%,
- Total area: 23.7%,
- New housing supply: 17.5%,
- Issued housing loans: 13.8%,
- Dollar exchange rate: 11.1%,
- Oil price: 4.8%,
- Distance to the city center: 1.2%.

As noted above, the neural network model is adequate to the modeled topical area, so it can be used to study the laws of the market of real estate in Yekaterinburg. This can be done, for example, through computations using the trained neural network along with a gradual change of either one of the input parameters and observation of computational results. Four apartments, which differ in their technical characteristics and district, were selected to perform computer experiments:

- One-room apartment with total area of 33 m², located on the 8th floor of a 10-storeyed panel building with improved layout, with a loggia, the building is located in “Elmash” district of Yekaterinburg at a distance of 9.6 km from the city center.
- Two-room apartment with total area of 59 m², located on the 6th floor of a 9-storeyed panel building with the full-length layout, with a loggia, the building is located in “Uralmash” district at a distance of 9.9 km from the city center.

Fig. 1. Significance of the input parameters computed using neural networks.
– Three-room apartment with total area of 67.3 m², located on the 6th floor of a 13-storeyed building of “gray panel” type, “Monolith” walls type, with a balcony, the building is located in “Avtovokzal” district at a distance of 3.7 km from the city center.
– Four-room apartment with total area of 118 m², located on the 7th floor of a 16-storeyed panel building with improved layout, with a loggia, the building is located in “Uralmash” district at a distance of 8.4 km from the city center.

The apartments were appraised at the time of the market condition in the 1st quarter of 2016, when the macroeconomic indicators had the following meanings: RTS quotes were 876; oil price was 42.93 US dollars; US dollar exchange rate was 66.49 rubles; new housing supply in Sverdlovsk region was 2,483.7 thous. sq.m.; issued housing loans were 40,822 mln rubles; GDP was 80,412.5 bln rubles.

Figure 2 shows the results of the virtual computer experiments performed in order to study the value of apartments depending on their location in the city. As can be seen from the figure, the value of all four apartments uniformly decreases with their virtual distancing from the city center. Moreover, the patterns are different in nature: the curve related to the 4-room apartment has a negative second derivative at all points, whereas the curves corresponding to one-, two- and three-room apartments have a positive one. This means that the rate of decrease in the prices of the 4-room apartment increases when distancing from the city center, whereas for the other considered apartments it decreases.

![Fig. 2. Dependence of the value of apartments on their location in the city.](image)

The next series of experiments is devoted to the study of the impact of the lending program implemented by banks on the residential real estate market in Yekaterinburg.
This time, the computer experiments on neural network mathematical model were carried out through a virtual change of the input parameter “Issued housing loans”, all other input parameters remain unchanged. Figure 3 shows the value of apartments in 2016 corresponding to the volume of loans issued in 2015, which amounted to 40,822 mln rubles (marked with an incremental marker). As the figure shows, the simulation results predict an increase in the value of all four apartments with an increase in housing lending. In particular, for example, if the banks increase the volume of existing housing lending from 40,822 to 41,000 mln rubles, the value of the one-room apartment will increase from 2,249,000 to 2,550,000 rubles, i.e. by 2.4%, while the value of the four-room apartment will increase from 7,745,000 to 7,833,000, i.e. by 1.1%. Thus, it can be concluded that an increase in housing lending in Yekaterinburg will lead to price of luxury apartments with a larger area growing about 2.2 times faster than the cheaper apartments with smaller area.

Figure 4 shows the dependences of the value of the apartments under study on the volume of housing construction, obtained in a similar manner. The results are obtained through neural network computing by gradually changing the input parameter “New housing supply” and the preservation of all other input parameters unchanged. As before, the enlarged marker shows the value of apartments corresponding to the condition existing by the I quarter of 2016: level of new housing supply in Sverdlovsk (Yekaterinburg) region amounted to 2,483.7 thous. sq.m. As can be seen from the figure, with an increase in housing construction by about 2,550 thous. sq.m., there is an increase in the value of all four apartments under study. This is explained by the fact that the apartments in new buildings, as a rule, are more expensive than in older buildings. However, as follows from the figure, with an increase in new housing supply...
above the mentioned figure, the prices cease to grow, and then their decline begins. Thus, the results of mathematical modeling predict the saturation of the housing market in Yekaterinburg, which will occur if the volume of housing construction exceeds the mark of 2,550 thous. sq.m.

We shall note that this series of computer experiments was performed using the “freezing” technique – the volume of housing construction was virtually increased, while all the other macroeconomic parameters, and hence incomes, remained unchanged. We can therefore expect that in the case of non-compliance with this condition, the prediction results would have turned out different.

4 Conclusion

Thus, an integrated economic and mathematical model of mass appraisal of residential real estate in city Yekaterinburg was created, taking into account both construction and performance parameters of apartments and the evolving economic situation in the country and the world. In contrast to the static economic and mathematical models that take into account only construction and performance parameters, the developed model does not require frequent updating and is also suitable for medium-term forecasting of the behavior of the real estate market in order to extract useful knowledge.

The developed integrated model has allowed us to conduct research of the residential real estate market in Yekaterinburg, identify patterns and perform some forecasts, the most interesting of which are the onset of market saturation effect with the increasing housing construction (Fig. 4) and the effects of the increase in mortgage lending volumes (Fig. 3).

In conclusion, we shall note that the proposed technique was demonstrated by the example of appraisal and prediction of the residential real estate market of
Yekaterinburg, which refers to the developed cluster of Russian cities with the high incomes and relatively high prices on the housing market. Similar studies and forecasts using the proposed technique can be made for other countries and cities.
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1 Introduction

Under a market economy, the successful performance of economic entities is possible only as long as financing economic activity is sufficient, and in this regard access to the resources involved is of paramount importance for organizations with any form of ownership. This is especially relevant for small and medium-sized businesses, whose economic activity provides the country as a whole with a healthy economic climate.

Making a decision on providing funds the investor is primarily interested in the possibility of an adequate risk assessment and efficiency of investment. Of course, to a certain extent risks and efficiency are dependent on general macroeconomic and other external to the subject of investment factors, but in the first place, the financial condition of the potential funds recipient should be subject to assessment. The main source of information for business activity economic analysis by external users is the accounting (financial) statements of the organization – the result of summarizing the current accounting data.
2 Review of the Current State of the Issues Under Research

In recent decades, the Russian Federation has been reforming the accounting and reporting system, in order to shift the priorities in formation and disclosure of information from fiscal goals to managerial decision-making. A guide conducted changes serve as international financial reporting standards (IFRS). Particular attention in the reform process focuses on the comparability of information, without which it is impossible to talk about the usefulness of financial statements for management decision-making.

International financial reporting standards (IFRS) are the benchmark for the changes. Particular attention in the reform process focuses on the comparability of information, without which the usefulness of financial statements for managerial decision-making is hardly worth talking about. Two aspects of the comparability of accounting information can be identified: the comparability of consecutive time periods within a single economic entity and the comparability of reporting data from different organizations.

Comparability of the economic entity’s accounting information is ensured by the Accounting Regulation “Accounting Policy” (PBU 1/2008) in the accounting continuity assumption [1, item 5].

Comparability of reporting data from various organizations is in the first place determined by the uniform requirements to accounting and accounting regulation mechanisms prescribed by in the Federal law “On accounting” [2]. In practice, this is implemented through the use of Federal accounting standards by economic entities. However, both IFRS and the current Federal standards lay down alternative methods of accounting for individual objects, the choice of which is determined by the accounting policy of the organization.

Therefore, much attention in the system of regulatory accounting is paid to the disclosure of the methods used for accounting in the financial statements of the organization. PBU 1/2008 imposes a general obligation to disclose methods of accounting [1, p. 17], not knowing which the interested users of accounting statements won’t be able to reliably evaluate the economic entity’s financial position and results of operations. Besides [3–5] certain Accounting Regulations contain more specific requirements for the disclosure of relevant aspects of accounting, such as how to accrue depreciation for individual groups of fixed assets [6, p. 32]. Problems of comparability of financial statements are subject to active discussions on the pages of Russian and foreign publications [7–14].

At present, the accounting indicators are influenced not only by the selected accounting methods within the current system of accounting Regulations (Federal Standards), but also by the tax system chosen by the economic entity [15, 16].

3 Statement of Basic Materials

In the Russian Federation, the current system of taxes and charges presupposes a general taxation system and special tax regimes established in part one of the Tax Code (hereinafter referred to as the Tax Code of the Russian Federation) [15, art.18].
Special tax regimes include:

1. the system of taxation for agricultural producers (single agricultural tax);
2. simplified system of taxation;
3. the system of taxation in the form of a single tax on imputed earnings for certain types of activities;
4. taxation system for production sharing agreements;
5. patent system of taxation.

In the study of special tax regimes operating in the territory of the Russian Federation, it was revealed that the largest share in the total amount of revenues to the state budget from special tax regimes used as tax preferences for economic entities of small and medium-sized businesses belongs to those taxed under the simplified taxation system (Table 1). In 2017 the share of tax with the simplified taxation system was 78.6%.

Analysis of the dynamics of revenues shows that the amount of taxes within the special tax regimes is constantly growing. So, in 2017, compared to 2013, the increase in the total amount of taxes amounted to 146,186 million rubles, or 49.9%.

At the same time, there is an increase in taxes for all special tax regimes, with the exception of receipts for a single tax on imputed income, which in 2017, as compared to 2013, decreased by 3,840 million rubles, or by 5.2%.

In 2017 the amount of tax in the simplified taxation system increased by 132,929 million rubles, or by 62.6%.

### Table 1. Analysis of the dynamics of tax payments under different tax regimes

<table>
<thead>
<tr>
<th>Years tax regimes</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
<th>2017 to 2013%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tax amounts for a simplified taxation system</td>
<td>212,287</td>
<td>229,316</td>
<td>254,164</td>
<td>287,068</td>
<td>345,216</td>
<td>162.6</td>
</tr>
<tr>
<td>Unified tax on imputed income for certain types of activities</td>
<td>74,471</td>
<td>76,631</td>
<td>78,507</td>
<td>74,327</td>
<td>70,631</td>
<td>94.8</td>
</tr>
<tr>
<td>Unified agricultural tax</td>
<td>4,041</td>
<td>4,713</td>
<td>7,431</td>
<td>11,438</td>
<td>11,891</td>
<td>294.3</td>
</tr>
<tr>
<td>Tax amounts for the patent taxation system</td>
<td>1,947</td>
<td>3,433</td>
<td>5,285</td>
<td>7,559</td>
<td>11,194</td>
<td>574.9</td>
</tr>
<tr>
<td>Total income taxes in the form of income from special tax regimes</td>
<td>292,746</td>
<td>314,093</td>
<td>345,387</td>
<td>380,392</td>
<td>438,932</td>
<td>149.9</td>
</tr>
</tbody>
</table>

Source: Compiled by the authors on the basis of data from the Federal Tax Service [17]

The greatest increase in relative terms is characteristic for the single agricultural tax and the patent taxation system (194.3% and 474.9%, respectively).

However, it should be noted that the patent system of taxation is not applied to legal entities, so its application does not affect the reporting of organizations.
In the case of small and medium-sized businesses that are non-agricultural producers, the choice is between the basic tax system and simplified system of taxation. Features of simplified system of taxation application are given in Chapter 26.2 of the Tax Code of the Russian Federation [16].

In compliance with the legally established criteria, the transfer to the simplified taxation system provides for exemption from the obligation to pay corporate profits tax, corporate property tax (except for the tax paid on the basis of cadastral value). Likewise, economic entities that have transferred to the simplified taxation system are not payers of the value-added tax.

The procedure for settlements with the budget for the value-added tax is disclosed in Chapter 21 of the Tax Code of the Russian Federation [16]. In general, the amount of VAT payable to the budget is defined as the difference between the amount of VAT accrued to the payment and the amount of VAT required by taxpayers to be deducted in accordance with the established procedure.

The tax period for VAT is the quarter, on the basis of which VAT Declaration is formed and submitted to the tax authorities, no later than the 25th day of the month following the end of the reporting quarter. The credit mechanism for the formation of the VAT tax base determines the fact that the amount of value added tax paid to suppliers when purchasing goods, works and services are not included in the cost of assets and expenses for ordinary activities but are accumulated on a separate account for subsequent deduction.

Organizations that have transferred to the simplified tax system, exempt from the obligation to pay VAT to the budget, at the same time lose the right to tax deductions. As a result of this, the VAT amounts claimed by suppliers of goods, works and services are included in the cost of assets/expenses for ordinary activities.

As a result, the accounting statements of organizations applying the simplified tax system, compared to the reporting of organizations that are on the General tax system, will have the following differences:

(a) the book value of fixed assets of the simplified tax system payers will be higher by the amount of input VAT;
(b) the value of current assets will also be higher by the amount of input VAT;
(c) material costs for which a separate line of VAT was allocated, will be higher under the simplified tax system for the amount of input VAT.

These indicators are taken into account when determining the structure of assets, the value of its own working capital, profitability and turnover. Therefore, users of financial statements should take into account the tax regime used to assess its impact on the financial and economic indicators reflected in the financial statements. At the same time, the widespread use of the simplified tax system implies that organizations that apply different taxation systems do not always accompany all the acquisitions of goods, works and services by the presentation of input VAT. Therefore, it is not worthwhile introducing the average arithmetic correction factors.

The most objective way of recording the specifics of the value of assets/expenses formation, in our view, is the disclosure in the financial statements of not only the applied tax system, but also the following additional information:
(a) the amounts of value-added tax included in expenses for ordinary activities;
(b) the amounts of value added tax included in the cost of acquisition of fixed assets
   and intangible assets;
(c) the amount of value-added tax included in inventories.

In addition to accounting for value added tax, another distinctive feature of the
simplified tax system is the cash method of recognition of income and expenses: the date
of income receipt is the day of crediting funds to the accounts in banks and (or) to the cash
desk, and expenses are recognized only after their actual payment [16, article 346.17]. In
this case, the following ratios of accounting and tax accounting indicators are possible.

If the organization applying the simplified tax system falls under criteria of the
subjects having the right to apply the simplified methods of accounting and compiling
financial statements, it has the right also to establish in accounting the order of
recognition of revenue and expenses on the cash method [3, item 12; 4, item 18],
having made the corresponding disclosures in the financial statements of the organi-
zation. This will ensure consistency of accounting and tax accounting data and will
allow a fairly transparent assessment of the final financial result. If the organization
adheres to the traditional method of recognizing the income and expenses, most of the
automation in accounting is focused on, then it is impossible to adequately link the
information in the Report on financial results about income and expenses and the
amount of tax calculated by the simplified methods of accounting. To a greater extent,
the indicators of the Cash Flow Statement will conform with the tax accounting, but
this form is hardly ever not included in the interim financial statements.

Accounting Regulations on Accounting for Corporate Income Taxes (PBU 18/02)
dwell upon the issues of reconciling accounting and tax accounting data for organi-
zations that use the basic tax system and are payers of corporate income tax [5]. The
same mechanism for economic entities applying the simplified system of taxation does
not exist.

4 Conclusion

Special tax regimes, including the simplified system of taxation, are intended primarily
for small businesses, and are designed to reduce not only the tax burden, but also
administrative costs for maintaining accounting and tax records. However, their
application leads to the formation of incomparable indicators of financial reporting
(income, expenditure, value of acquired values and production costs). The balance
between the economic benefits of improving the quality of accounting information by
ensuring its comparability and the costs of increasing complexity of accounting can be
achieved by additional disclosure of information on special tax regimes.
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Abstract. The article examines the management of simulation ecological-economic systems. In the research introduced the concept of a locally closed ecological and economic system as a system consisting of production and economic system, environmental ecological system population and the center (coordinator). Authors introduced a scheme of coordination of management processes in the locally closed eco-economic system, defines the types of impacts, which shows impossibility of constructing classifier assess interactions structural subsystems of the locally closed ecological and economic system, and identified ways to coordinate their application. It is proved in the study that coordination office should be combined with a reflexive control. Authors identified ways of reflexive control, motivating and stimulating factors, ways to find a compromise.
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1 Introduction

We define the management of the ecological and economic system as coordinating management – a way of structuring management in hierarchic multilevel economic systems featured by [7]:

(a) the main goal of coordinating is to find and realize such a management solutions which, on the one hand serve to the individual interests of natural resources subjects (human-nature) and on the other hand correspond with the objective function of the whole community (multicriteria optimization);
(b) coordination supposes management specialization, that is differentiating the general management function on particular functions imposing them on different organizational components;
(c) the coordination problem arises when natural resources subjects who have contradictions but not antagonism are quite self-sufficient in choosing management solutions;
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(d) in coordinating the superior body has the right to interfere with market subjects work without imposing on them a line of behavior and helps to solve appearing problems.

Not only exclusion but any infringement of independence of natural resources subjects in choosing their management destroys the integrity of an ecological and economic system. At the same time the freedom of choice of their own behavior leads to contradicting goals of natural resources subjects not coinciding with the whole community interests. Conflict of interests “private-private” and “private-general” arises. That is why, in contrast to usual management, coordination supposes conflict situations analyses and search of ways of conflict resolution due to reconciliation of private interests of natural resources subjects with pursuing global goals of the whole ecological and economic system [7].

2 Review of Prior Literature

An extensive theoretical literature [2, 3, 5, 6, 13] is devoted to the management of simulation ecological-economic system. However, it should be noted, that there is no one common long-held viewpoint on the majority of methodological problems in the sphere of working out criteria and principles of the simulation up to the present time. There is not observed one common treatment of fundamental concepts such as “environmental management and protection”, “ecological and economic system”, “natural resources”, etc. in the scientific literature.

Many scientists define this system as the least unit of the noosphere featured with integrity, and moreover, an ecological and economic system should include three subsystems: ecological, economic and social. So, for example, Lipenkov A. defines an ecological and economic system as “…limited with certain territory part of noosphere where ecological, social and industrial structures and processes are connected with intersupporting streams of material, energy and information. An ecological and economic system is relatively closed system, which inside material streams are significantly bigger than the streams through its boarders. All the noosphere represents an interconnected system of regional ecological and economic systems.”

3 Statement of Basic Materials

Let ecological and economic system S (Fig. 1) consist of management system MS and controlled process CP, that is $S = \{MS, CP, u, p, f(t)\}$, where $u$ is managing actions; $p$ is information about current state of controlled process; $f(t)$ is disturbing effects.

Let us take management system $MS$ function in choosing of managing actions $u$ leading to the least deviation $\delta_p$ of controlled process $CP$ from the given goal state in the period of time $[t, t + T]$. Then optimal are such managing actions $u^\ast$, that
arg min_{u \in U} \delta_\rho [u^*, p, f(t)]_{|t,t+1|}.

where $U$ is the sphere of acceptable management, and $T$ is observation time.

Equation (1) is a classic well-studied task of optimal management. Mathematical programming methods can be used to solve the equation. With the practical point of view difficulties in solving these tasks (1) start from the researching the structures and mechanisms of managing actions forming.

Let us define an ecological and economic system $S$ as stochastic locally closed ecological and economic system (LCEES) which can be understood as a totality of industrial undertakings (let call them IES – industrial-economic systems), implementing on some territory their industrial-economic activities in certain ecological conditions and having mutual environmental influence, that is population and ecological [3].

From the aforesaid LCEES structure consists of two subsystems IES and EES: LCEES = {IES_1, IES_2, ..., IES_n, EES}. Then the object of research is relationship of varieties of IES and EES, more exactly managing (relations search) of the relationship (Fig. 2).
Industrial-economic systems have a common functioning goal (profit-making), their principal feature is certain freedom in choosing of their behavior, understood as, for example, possibility of managing working-out $u$ according to their own point of view, that is basing on the information which often does not correspond to the information of LCEES elements relations character. Besides, they can independently form their behavior goals and choose criteria of local management solutions, which may not to coincide with the LCEES goal and even contradict it. Anyway, managing subsystem division on elements is equal to giving the elements incongruous functions, which is the main factor, arising the problem of coordination. This factor can be removed but in that case the Centre will be responsible for all the process managing functions (management body of federal, regional and other ranks). This usually happens when planned centralized economics is preferred and it is based upon the Centre being possible to cope with all the managing functions and growing information flow.

However, in the context of market economy in natural resources sphere a reverse situation is typical when the central body is supposed not to be able to manage LCEES and has to delegate their functions to the natural resources subjects (IES). So, the coordination problem is as a peculiar charge for decentralization of LCEES management or as a reaction of the whole on its breakdown.

Figure 3 shows the scheme of the LCEES coordination office. The scheme symbols mean: $K_1, K_2$ – coordinating effects; $m$ – effects of IES on EES; $P_{IES}, P_{EES}$ is information about IES and EES state accordingly; $z$ is information about mismatching of needed quality of cooperation $V$ of LCEES structure subsystems; $f(t)$ are disturbing effects.

![Fig. 3. Locally closed ecological and economic system coordination office.](image)

This model is functioning the following way. The coordinator (the government), getting information $z$ about current mismatching of needed quality of cooperation $V$ of LCEES structure subsystems, tries to minimize the mismatching of controlled process CP from the given state. It should be underlined that this way it bases not on the whole information about the process state $p$ but only on the part reflecting appearing
mismatches among the components of the controlled process. Moreover, coordinator does not influence directly the LCEES processing but manages it indirectly, through the coordinating effects $K_1$ and $K_2$ on IES and EES respectively.

It should be noted that the coordinator has a wide specter of coordinating effects: administrative, economical, legal, etc. It is almost impossible to offer a simple general classifier of rules and mechanisms of coordinating effects managing solutions on the assumption of multiplicity and uniqueness of LCEES, their ongoing processes and consequences with the human factor strong impact.

Coordination problems’ solution precedes the choice of coordination mode, which is the rule regulating relations between the coordination bodies (the Center) and coordinated objects (natural resources subjects). We distinguish five main modes of coordination office [8], which, in this case, can be interpreted the following way:

I mode is coordination through contradictions forecasting when the coordinator, based on the current LCEES situation analyses forecasts the character and development tendency and informs subjects about possible contradictions and their ways of development and subjects act basing on the information.

II mode is coordination through direct regulation of contradictory relations between natural resources subjects where the coordinator commands subjects completely excluding any uncertainty of their actions and the subjects strictly obey the commands.

III mode is coordination through “provoking” contradictions, when the coordinator does not interfere with contradictory relations of the natural resources subjects, allowing them to solve the problems, giving tasks, and checking the results.

IV mode is coordination through giving responsibilities, when the coordinator differentiates natural resources subjects’ competency in solving arising contradictions and the last ones act by themselves in the frames of their competency.

V mode is coordination through making coalitions, when the coordinator unites natural resources subjects in groups basing on some characteristics, for example, common interests, and allows them to act independently in the group but having the right to correct the group behavior.

The above-mentioned coordination modes [8] have verbal scale of appliance depending on the state of the current process: 1 mode when the controlled process is stable; 2 mode is when the process is disorganized; 3 mode is when the process is consistently stable; 4 mode is when the process is very unstable; 5 mode is when the process is unstable.

According to the above-said, the general trend is the closer LCEES is to the disorganization the higher is the centralization degree, and on the contrary the more stable are the LCEES processes the less centralized should be the managing structure of the process functioning.

In real LCEES management, mentioned coordination modes can be in different combinations and change over one another. Besides, specific modifications, differentiating not formally but informatively, are possible within each coordination mode. Particularly, there can be distinguished target, resource, period, space coordination and coordination of objects of effects and used ways of actions. Combining and matching, these modes make practically unlimited number of possible ways of coordination office. It makes us use more detailed models considering individual features of her coordinator as well as of coordinated subjects [1, 4].
Now let us dwell on the questions of human factor in making decisions in LCEES, because in coordination office we should consider how the coordinator and performers interests coincide. Three situations are possible here: the coordinator interests dominate the performers’ interests; the performers’ interests dominate the coordinators interests; their interests are equal.

In accordance with the target goals of the government and taking into account ecologization of all the society spheres we are more interested in the first situation (the coordinator interests dominate the performers’ interests). This way coordination office should coincide with reflexive management.

According to [9, 11] in the context of system management, reflection is meant a behavior process based on mutual simulation of state and possible ways of behavior of opponents. The office meaning is in part A (here it can be the government, the center, and the coordinator) passing through, for example by coordinating effects, to the opponents, for example, part B (here it is IES) information making them choose the strategy efficient to part A. In this case it is said [9, 10]: part A motivates part B. Within it part A should:

1. Find out the needs and interests of part B, i.e. understand their motives, defining their solutions, acts and behavior lines;
2. Find out the possible ways of actions of part B (usually through complex marketing procedures), their particular goals and intentions, ways of its achievements, resource and communication possibilities and external limiting factors;
3. Make a decision about their own behavior and based on it to define self-efficient behavior strategy for part B;
4. Define and give part B such information about themselves and their intentions which will lead them to choose behavior strategy efficient to part A.

Therefore, reflexive management is systematic mutual process of information transfer to the opponents, motivating them to make decisions and manage in the way, efficient to the part making reflexive management.

All the variety of stimuluses making performers compromise with the coordinator can be limited with five motivating factors [2]:

1. SGP – Belief in the system goals priority over each performer goals (criterion weight – \( w_1 \));
2. PE – Promotion expectation, the performer will get for the system goals achievement (criterion weight – \( w_2 \));
3. PP – Performer punishment, in case the system goals will not be achieved (criterion weight – \( w_3 \));
4. PC – Performer consciousness, according to which the performer consciously gives the priority to the system goals (criterion weight – \( w_4 \));
5. PA – Personal attitude, sympathies and antipathies of performers and coordinators (criterion weight – \( w_5 \)).

Figures 4 depicts a hierarchical scheme of decomposition of the category “the management of the locally closed ecological and economic system”.
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It is reasonable that LCEES management task needs further decomposition of target criteria and eventually showing concrete indexes defining variability of these categories assessment. Basing on the decomposition scheme in Fig. 4 we should stick to the following demands:

- **Representativeness** – in the given list all the main indexes of the category should be represented, i.e. the most significant characteristics of ecological and economic interests of the coordinator and the performer should be listed for the highest level;
- **Information availability** – all the analyzed indexes and private criteria should be available for usage;
- **Information reliability** – used statistic data and private criteria should adequately reflect the state of the analyzed aspect of LCEES management.

Let us see an example of assessment of the LCEES management quality. Let us define the priorities and alternatives vector. Basing on the expert questioning of performers and coordinators (interested representatives of business-sector and the government) we made a preferences matrix of motivating factors of the coordinator and the performer cooperation by Saaty technology [12].

For the following analyses we can introduce quality category “goals compromise” $K_{on}$, which can be defined as a weighted total of above-mentioned factors which are quality categories. Quantity representation of quality criteria $K_{on}$ allows us to assess cooperation level of the coordinator and the performer. Not changing the presentments generality, we can suppose $K_{on} \in [0,1]$, and besides if $K_{on}$ is equal to zero, then in the functioning process performers do not compromise with the coordinator taking into account only their own goals. If $K_{on}$ is equal to one there is also no compromise because performers take into account system goals. In any other case, there is a compromise. The mentioned approach allows analyzing coordinators and performers relations.

The obtained vector of criteria priorities $w = (0,4379; 0,0878; 0,1459; 0,2189; 0,1095)^T$ is given in the last column of the Table 1.

So, the analytical record, considering only the first level of the hierarchy, of the integral index of LCEES management can be shown as:

$$LCEES\ management = 0,4379\ SGP + 0,0878\ PE + 0,1459\ PP + 0,2189\ PC + 0,1095\ PA$$
4 Conclusion

The most important and priority criteria having the most specific weight is belief in the system goal priority, the second one is performer consciousness. This criteria ranking is ideal for the whole system and does not contradict the government and society interests.

Quantities of the found out priority vector components $w$ have clear interpretation they show the average result change (LCEES management) with the one change of the criteria. The problem of quantity representation of quality categories of the second level is the direction for the following interdisciplined research, which is the topic of the next article.

References


Igor Shevchenko (Kuban State University, Stavropolskaya street 149, 350040 Krasnodar, Russia)
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1 Introduction

Speaking about digitization of the economy and the application of new information technologies, the exhibition industry does not appear on the list of pioneers in this field. Moreover, for a long time it seemed quite difficult to bring together two completely different ways of communication: the classical format of live communication in the exhibition and the new digital one. The first involves the exchange of information between exhibitors and visitors, suggesting a multi-sensory impact on the target audience through vision, hearing, touch, smell, taste, which allows customers to have a strong impact and is a key tool for trust marketing. Digital communication is a method of instant data exchange, when the information immediately reaches its consumer after placement. Recently, having completed many various successful projects, the exhibitors have concluded that exhibitions and fairs, as a tool for live communication, and digital technologies do not contradict each other. It is rather the opposite: digitization of the processes and inclusion of new digital instruments in the exhibitor’s program increases the efficiency of participation and return on investment.

The goal of this research is to identify the best practices in digital innovations implemented in the exhibition industry and to ensure that the combination of live and digital communication measures are the key factors for providing added value. For achieving this, it is necessary to evaluate the results of using digital innovations complimentary to live communication in relation to the previous experience of classic exhibition communication. The integration of digital tools and innovations for all parties - visitors and exhibitors, exhibitions companies and venues - can bring synergy effects and generate the value that make the exhibition more efficient.
The first part of current research covers one of the most increasing trend of digital economy. We analyzed how to measure what is “digital economy”. We also attempted to consider how big the impact of the information and communication technology on economic performance is. Last part of this paper serves this task by gathering best practice cases and putting the cases in a form that allows identifying the fields where research evidence makes the most difference. The structure of each case contains the description of the starting position and the initiator company, as well as objectives and actions for implementing the digital innovation.

The research issues of this paper are mostly based on the statistics and data from UFI’s and AUMA’s reports and surveys. UFI is a global association of the world’s tradeshow organizers and exhibition center operators, as well as the major national and international exhibition associations, and selected partners of the exhibition industry. The information provided by UFI shows up-to-date development of tradeshows across different business sectors around the world. As German trade fair industry’s umbrella organization, the Association of the German Trade Fair Industry AUMA represents the interests of exhibitors, organizers and visitors of trade fairs in Germany and serves to exchange experiences between the members, make recommendations and prepare decisions for other committees. The institute of the German trade fair industry as a part of AUMA plays its role as a platform for accumulating the knowledge about the exhibitions in Germany and around the world and for providing research findings. Both databases allows getting the wide range of information to undertake this study.

2 Transformation of Economic Fundamentals Through Digitization

More than any other technical innovation, the explosion of information and communication usage in our everyday lives is contributing to a radical change in the economy and society. Over the next decade, ICTs will be able to bring a paradigm shift in society and production systems, enabling greater growth and prosperity through efficiency gains, new products and services, and smarter public services.

The trend of digitization of products and workflows is increasing every year. It reveals an enormous and exponentially growing quantity of data presented in various forms; examples include users’ web-activity and machine-to-machine interactions. This increased data availability has made it possible to measure and analyze the phenomena of digitization to an extent never achieved before. This, in turn, makes it easier to realize controlled studies to measure the success of them with great precision getting verification of different hypothesis.

As it is said above, before the availability of necessary amounts of data it seemed quite difficult to measure what is “digital economy”. Nevertheless, there were some attempts to make a research in this field of study and some findings were published in different papers.

Provided by the European Commission, the Digital Agenda for Europe in 2010, information and communication technology sector represents 4.8 per cent of the EU economy; generates 25 per cent of total business R&D; and ICT sector and investment in ICT are responsible for 50 per cent of productivity growth [9].
McKinsey has made a study of data from the G8 and five other countries (Brazil, China, India, South Korea, and Sweden) to understand how big is the impact of the internet on economic performance. They calculated that the internet accounted for 3.4 per cent of GDP, and had fuelled 21 per cent of GDP growth in the preceding five years. Internet usage by small and middle enterprises was estimated to create a 10 per cent rise in their productivity.

Boston Consulting Group according to the report [8] estimated that by 2016 the Internet economy in the G-20 the economy will cost 4.2 trillion. (compared to $ 2.3 trillion in 2010) and that the Internet contributes 8 percent and over 12 percent of GDP in South Korea and the United Kingdom, respectively. The study notes that while economic growth is generally slow in most G-20 countries, the Internet economy will grow at an annual rate of 8 percent, far outpacing growth in the more “traditional” sectors.

Because of the fast-paced development of technologies and the widespread diffusion of the digital economy within the all sectors of economy, it can be described only as a part of overall changes. However, it can be characterized by a set of key functions: mobility, data using and network effects.

The digital economy increases mobility in many different dimensions. For example, an intangible property is one of the features of the digital economy. Data as a source of value is a key feature of the digital economy. Data are collected from several market participants and activities. The increasing ability to collect, store and process massive data flows has led to the concept of “big data” that could benefit both in private (marketing) and in public (government) activities.

Network effects are widespread in the digital economy. The advancement and diffusion of networks effects has made possible the creation of private value. In so-called multi-sided business models, several groups of persons interact through a platform, getting as a result positive or negative output (e.g. payment card system, operating system, media industry).

Future innovations and technological trends, which are given in the European agendas, are Cloud technology, Big Data, Internet of Things, Advanced Robotics, Autonomous Vehicles, 3D Printing, and Automation of Knowledge Work.

In his research paper, Brynjolfsson used different approaches for calculating the impact of information technology investments. The most commonly used factor is multifactor productivity. Other alternative methods of measuring firm performance is to relate an accounting measure of profitability to the construct of interest and other control variables and the total market value of the firm. However, these approaches can be used to estimate the impact in the firms working with Data-Driven Decision-making [4].

For the exhibition industry with its specific objectives and goals, the entry to the ICT era was not easy but very efficient for those who worked on it. In the next part of the paper, we will present the examples of successful implementation of innovations for different groups of exhibition and fair industry.
### 3 Digital Innovations in the Global Exhibition Industry

The basis of the fair, the exhibition and the opportunity to meet and contact, remains, the core is stable. However, this implementation is being reinterpreted, digitization and constant socio-economic change call for changes. A fusion of formats from all sorts of communication areas can be regarded as a relevant model for fairs: Everything goes; the main thing is to give visitors an experience. After all, in the knowledge society, a conference or convention or fair is always an exhibition of knowledge for the purpose of gaining customers through the power of interpretation. Experience and this is what these mergers are all about, is supported or initiated by a new narrative: that of participation, interaction, immersion, adventure. For the near future, the progression of digitization, and thus, above all, the individualization in communication (the speech before, during and after) and the immersion techniques in the staging will be seen (such as virtual reality).

The marketing mix of a company consists of the product design, the price and condition policy as well as the measures for the distribution and communication; it serves to fulfill the goals of the company in the target market. The goals of participation in a trade fair are derived from the corporate goals, because a trade fair participation should represent not just a single product solution, but also the entire company. In addition, participation in the trade fair includes all elements of the marketing mix and offers great potential for impact on the end customers. Communication is a central function of trade fairs and exhibitions, so participation in a trade fair has a stable position in the communication portfolio of a company. Personal communication has high priority in marketing policy and will continue to increase in importance.

Five hundred German companies took part in the survey about the position of exhibition and fairs in their marketing-mix portfolio. The Fig. 1 shows that the companies who regularly participate exhibitions and fairs put the participation in trade shows and fairs to the second place after webpage of a company.

![Fig. 1. Marketing-mix of German enterprises who regularly participate the exhibitions and fairs, in focus on B2B communication. Estimation of tools in % where A is Company Homepage, B – Exhibitions and Fairs, C – External Sales, D – Direct Mailing, E – Events, F – Advertising in the press. (Source: AUMA MesseTrend 2018)](image-url)
Three instruments have been the leading group for many years. In the first place - and thus belonging to the standard - stands the own homepage (91%), followed by fairs and field service. This is followed by direct mailings, followed by advertising in trade journals and events.

The importance of the trade fair in the marketing mix has been at a very high level for years: currently, trade fair participations are important to very important for 84% of companies.

The new Internet medium is used today in almost all companies, but companies will not refrain from trade fairs and personal sales because they allow face-to-face contact and customer proximity, which is very important especially for new customer contact and customer loyalty, as well as for the launch and development of new markets.

Digitization in all its facets is also in the trade fair industry for years one of the dominant themes, without being very clear what is meant by that. In the AUMA MesseTrend study it is examined on the one hand, whether digitization has advantages for exhibitors by making trade fair participation more efficient and on the other hand, whether virtualization threatens the real trade fairs. The use of digital offers before and after the fair seems to pay off for the exhibitors. 26% of them say that the participation in the fair has definitely become more efficient by digitization and another 45% think that the participation becomes more efficient. Only 28% see no effects on efficiency through digitization. In this point, it has no significant difference between larger or smaller companies and even by sector. For seven out of ten companies digitization has positive effects on trade fairs. The often-described competition for real fairs by so-called virtual fairs does not seem to be real in the near future according to the available results. Only 6% of the surveyed companies have ever presented themselves on these virtual platforms. Of these, not a single company has canceled real fairs in favor of virtual fairs. The vast majority of respondents (91%) say that a presentation on a virtual fair has no influence on the participation in a real fair. This also runs through all industries and size classes.

In conclusion, it can be said that virtual metering in B2B marketing and sales is currently not an issue for companies, even though the technology has become quite advanced. The manifold central functions of a real fair, above all the real meeting and communication between humans, can not be replaced by virtual offers at the moment and are therefore no real alternative for the enterprises [3].

Since 2008, UFI organizes a best-practice competition for different members of the exhibition industry - world’s tradeshow organizers and exhibition center operators, as well as the major national and international exhibition associations, and selected partners of the exhibition industry.

The national exhibition associations and unions are also using the advantage of new technologies for promoting national exhibitions and trade fairs. AUMA offers a useful instrument for decision-making MesseNutzenCheck on its website [2]. This software for planning, calculation and evaluation of participation for exhibitors is available free of charge in four languages. It is useful for quantifying the benefits of trade fair participation and compare them with the costs.

The AUMA represents the interests of the trade fair industry vis-à-vis the legislature and executive at federal and state level, in particular in the areas of sales and export promotion, sustainability, but also in tax, construction and employment law
topics. It maintains contacts with foreign and international trade fair organizations. AUMA is a member of the world trade fair association UFI.

Germany is the world’s number one in international trade fairs. Around two-thirds of the world’s leading trade fairs take place in Germany. Every year around 160 to 180 international and national trade fairs are held, with up to 180,000 exhibitors and around 10 million visitors [1].

As a leading exhibition country, Germany has very professional approach to the promotion of national exhibition and fairs and the AUMA offers very profound knowledge and activity platform for this. Recently AUMA launched the MyFairs App, which gives the access to all important data and facts for the preparation for trade fair participation or your visit. MyFairs links the user to the AUMA trade fair database with the trade fairs, addresses and dates relevant to your planning [17].

The AUMA informs about dates, offers, numbers of exhibitors and visitors of domestic and foreign fairs, to make it easier for exhibitors and visitors from all over the world to decide on participation in a trade fair. For this purpose, AUMA offers data on more than 5,000 events in its worldwide four-language trade fair database at its webpage. He publishes exhibition dates and tips for the planning and implementation of trade fairs. With its rules on market transparency, it helps to balance the interests of exhibitors, visitors and organizers. FKM is the objective authority for the certification and publication of exhibition data in Germany [12].

The certification and gathering fair statistics are one of the most important tasks for the exhibition industry worldwide. The m + a ExpoDataBase offers current information and trade fair dates in its trade fair planner with more than 10,000 trade fairs and events worldwide. The Russian trade fair association RUEF and its member Russcom IT Systems are responsible for gathering the data and statistics about Russian exhibition companies. Since 2005, the independent testing organization and UFI member RussCom IT Systems have inspected the Russian trade fairs [19]. The transparent and up-to-date information about exhibitions allows exhibitors to make the right choice of trade fair.

Not only the associations but also the venues and exhibitors do their best to be successful participating the trade fair. UFI organizes the best practices competition of using new ICT solutions for the exhibition sector where the impact of the winner’s cases to the success of participation in exhibition is shown.

In 2008, the ICT award category of UFI was for the best web application for visitors - to address the best method of improving visitor experience and numbers at events. Until 2013, there have been yearly a competition with the following topics: Best innovative web-based applications for exhibitors, Customer relationship management for exhibitions, Best practice of social media within the exhibition industry, Which new services did your mobile app provide to your exhibition customers? From data to success – best overall solutions for Exhibitor and visitor data management, What have you done to fit your it team to the future? What will be our tools for the future? What will be our solution for the future?

All the information above ensures that the new solutions in ICT is the key factor to success.
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1 Introduction

In difficult conditions of modeling, classical modeling techniques are ineffective or even completely unacceptable.

This is due to the fact that it is impossible to describe the reality adequately with the help of a small number of model parameters, because the calculation of a model requires too much time and computing resources, and, most importantly, conditions of these methods application are not fulfilled and, therefore, it becomes impossible to use appropriate statistical criteria to evaluate the adequacy of the produced models.

Because of the afore-named drawbacks of traditional methods analytical systems of a new type have been actively developing of the last 10 years. They are based on the artificial intelligence technologies that mimic natural processes, such as the activity of neurons in the brain or the natural selection process.

According to modern presentation, artificial intelligence (AI) is defined “as a scientific discipline whose goal is to develop hardware and software, allowing the user - non-programmer to set and solve the tasks that are traditionally considered intellectual, communicating with computers on a limited subset of a natural language.” [1, 6].

When creating artificial intellectual systems a large number of information technologies (ES, advise-giving systems, decision-making support systems, execution of
decisions) are used. The common feature of these techniques is the use of some form of human knowledge. If we highlight the technology aimed to solve economic problems, this class of systems will be called “economic advice-giving systems” (EAS).

Neural network models are widely used in the ECs to represent and accumulate knowledge [2, 3, 5]. Note that there are three reasons for the rapid development of methods for neural network modeling in general and particularly in the sphere of EAS:

1. In the neural network models parallel calculation method is implemented, i.e. several steps for computing operations are carried out at the same time. Due to this, the speed of a neurocomputer (electronic structure or neyroemulyator) increases sharply.

2. Neural network model does not require prerequisites of classical regression analysis, which is particularly important for the study of economic systems, where these prerequisites may not be fulfilled.

3. Though neural network models are parametric, they do not require pre-guessing of the form (structure) for the model.

The use of neural networks provides the following useful properties for the model:

1. Non-linearity. Artificial neurons can be linear or nonlinear. Neural networks which are constructed from compounds of non-linear neurons are nonlinear themselves.

2. Display of the input information into the output information. One of the most popular paradigms of learning in neural network system is training with the teacher. This implies a change of synaptic weights based on a set of labeled training examples. From many examples one is randomly selected, and the neural network modifies the synaptic weights to minimize the differences between the desired output signal, and the signal, formed by a network in accordance with the selected statistical test.

3. Adaptability. Neural networks have the ability to adapt their synaptic weights and the very structure of the model to the changes in the environment. In particular, a network trained to operate in a particular environment can easily be retrained to operate in the conditions of minor oscillations of the medium parameters in the environment [6].

An important restrictive feature of the neural networks used in EAS for representation knowledge is that unlike other models reproducing determined connections, clearly articulated by the expert, the neural network is not able to explain its results. Therefore in instrumental ES where it is possible to use several models of representation of knowledge, the neural network should be complemented by logic or production models.

Consider the advantages and disadvantages of models for representation of knowledge in the EAS in Table 1.

To sum up comments on Table 1, we note that the EAS can include a combination of different types of models for knowledge representation. This must generate the synergistic effect (the emergence) by strengthening the advantages of the basic model and reducing its negative characteristics and limitations. For example, when there is a combination of fuzzy and neural network models of knowledge representation in the EAS, fuzzy inference systems allow giving clear interpretation of the performed actions, but they cannot be taught, i.e. to perform automatic setting of parameters for
Table 1. Comparative characteristics of models for representation of knowledge in EAS

<table>
<thead>
<tr>
<th>Models</th>
<th>Benefits</th>
<th>Restrictions</th>
<th>Degree of study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logic models</td>
<td>A clear formal semantics, the use of advanced mechanisms of inference, based on mathematical logic</td>
<td>Lack of mechanisms for the critical evaluation of knowledge, revealing the contradictions; lack of automatic detection of patterns and using them to predict; lack of mechanisms for extraction of new knowledge. Knowledge Source is an expert, i.e., in the original database there is no output mechanism - deduction</td>
<td>High degree of scrutiny</td>
</tr>
<tr>
<td>Frame models</td>
<td>Nested frames (the principle of “Matryoshka”) to describe the most significant relationship between the attributes of the object, the ability to quick search for the inference based on the principle of inheritance; knowledge organization preserving information about the structure of the object</td>
<td>Knowledge Source - expert, ES is a “passive assistant (adviser)”; inability to manipulate knowledge, simulating the inference process; the lack of mechanisms for critical evaluation of the knowledge gained from the expert and extraction of new knowledge; output mechanism is deduction</td>
<td>High degree of scrutiny</td>
</tr>
<tr>
<td>Semantic networks</td>
<td>Visibility (semantic visualization of information); variety of funds for representation of different relationships between the basic concepts; the ability to create rules for the knowledge base</td>
<td>Knowledge Source is an expert, i.e., there is no initial knowledge base; output method is deduction</td>
<td>High degree of scrutiny</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Models</th>
<th>Benefits</th>
<th>Restrictions</th>
<th>Degree of study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Production models</td>
<td>Ability to playback the way and style of human thinking; modularity; compatibility with other forms of knowledge representation; natural parallelism inherited in the production system, which is convenient for implementation of new architectures on a computer, such as neurocomputers</td>
<td>The output mechanism is deduction; knowledge source is an expert; limitations are the same as these for the above three models; lack of mechanism for adequacy evaluation of the knowledge representation model</td>
<td>High degree of scrutiny</td>
</tr>
<tr>
<td>Neural network models</td>
<td>Ability to extract new knowledge about the laws of the object, the process, the situation out of the data; compact form of knowledge representation; the possibility to manipulate with knowledge in quantitative form (e.g., finding the optimal control actions); the ability to solve a wide range of tasks (approximation, clustering, optimization, forecasting); ability to work in view of the of “NON-factors” triad; output method is induction, i.e., from separate facts to general laws; neural network KB is able to detect contradictions in the KB, to predict new facts, and to assess/evaluate its own adequacy. Remarkable features of neural network techniques</td>
<td>Neural network does not explain its results and therefore requires a superstructure in the form of the other models when creating the EAS; for high-quality training and testing the network requires a fairly representative database, which dimension N depends on n-dimensional vector of explanatory variables $\tilde{X}$; there is no theoretical apparatus to assess the adequacy of neural network model similar to, for example, an apparatus for the regression models obtained by OLS (for neural networks the substantiation of their adequacy is possible in principle, but it requires additional research every time. It is impossible to add</td>
<td>Insufficient scrutiny, some problems have not been investigated adequately, in particular: the stability of neural network model according to Hadamard; regularization methods using different approaches (regularization theory by Tikhonov, Bayesian approach); ensuring consistency for network regularization; optimization of the choice for the paradigm and architecture of network; a comprehensive assessment of the adequacy of the neural network model in terms of manifestations of the “NON-factors” triad; and others</td>
</tr>
</tbody>
</table>
Table 1.  *(continued)*

<table>
<thead>
<tr>
<th>Models</th>
<th>Benefits</th>
<th>Restrictions</th>
<th>Degree of study</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(NNT) (approximations of system function on the basis of the final set of observations) are their internal regularizing properties, allowing getting small generalization error. The usefulness of these characteristics manifests itself in situations where the data about the system contain internal redundancy, i.e. a lot of data. This allows us to submit a set of the data as a model that contains fewer parameters than available data. Thus, NNT squeeze the experimental data, weakening noise components and emphasizing the smooth components</td>
<td>any a priori information (expert knowledge) to accelerate neural network learning process: it is necessary to re-build the neural network taking into account a priori information, re-select the system of set parameters and train the neural network</td>
<td>4</td>
</tr>
<tr>
<td>Fuzzy logic</td>
<td>Fuzzy logic uses the notions of everyday speech to determine the behavior of the system and makes it possible to build robust, fault-tolerant systems; takes into account the large number of parameters to be analyzed (estimated), a large number of control actions, strong disturbance and nonlinearity; factors of “NON” triad, the use of technical knowledge such as «know-how»</td>
<td>Residual uncertainty remains in the formalization of fuzzy model when designing functions of membership and choosing terms of linguistic variables; fuzzy model is not capable of learning to determine the parameters of the membership function on the basis of familiar information</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coarsening of data in the database because of their fuzzy representations increases the resistance of the neural-fuzzy model to a random variation of the input data, but how much - this issue has not been studied, particularly for large organizational economic systems</td>
<td></td>
</tr>
</tbody>
</table>
membership functions on the basis of known information. In contrast, the neural network can customize their parameters (weights), but the functions, which they realize, can’t be clearly interpreted. The most effective way for hybridization of fuzzy logic and artificial neural networks, is a neuro-fuzzy system (more precisely - “neural inference system”), which, on the one hand, can be regarded as a fuzzy inference system (and thus, to interpret clearly the obtained results), and on the other hand - as an artificial neural network, that contain a special type of neurons and therefore, it can be trained.

2 Results and Practice

Russian scientist [4] describes the ES, which is used by the Canadian Internal Revenue Service for verification of a company income tax and VAT. To develop the expertise rules for the selection of taxpayers in Canada, a group, consisting of 30 most qualified tax inspectors was created. These inspectors told the experts in artificial intelligence (AI), why some declarations seem suspicious to them, what things should be paid priority attention during the checking, and what amount of additional charges should be expected. To perform field tax audits, all these rules were introduced into the system of the computerized selection of taxpayers. The following sources of data are used: the data from tax returns, the data from previous field tax audits, the data on the structure of earnings in the area where the taxpayer lives. This ES allows to look through tax returns in automatic mode and to classify them into two classes: Class 1 – “field tax audits should be performed”; Class 2 – “it is not necessary to inspect”. The value of the expected additional charges is estimated in Class 1.

The US Federal Revenue Service uses the following combined (hybrid) model for selection of taxpayers for performing field tax audits [4]. A special data base of individuals and small and medium-sized businesses is collected according to the results of their special scrutiny, conducted in the framework of the Program “Measuring of taxpayers’ law-abiding.” Randomly selected tax returns are classified by the main source of income. A discriminatory function is the amount of income (or gross income of the company). The classes’ labels are known from the results of previous checks. Then, using statistical methods specialists estimate the probability of additional accruals after the documentary check of the declaration from this class. This statistical model links the simulated core indicator with others, which the taxpayer shows in his declaration. This model is constructed as follows. Take a sample of declarations for the class, where the results of additional charges are known from previous audits and all these declarations are divided into two subclasses: 1 - “should have been checked”; 2 - “should not have been checked” (0 or 1).

The belonging of the declaration to one of these two categories is the modeled variable \( Y \).

The simplest ES, which takes into account the uncertainty factor, is as follows. For simple regression:

\[
\hat{Y} = \varphi(x_1, x_2, \ldots, x_j, \ldots, x_n)
\] (1)
A destructive version of multi-stage OLS is applied, i.e., first, a large number of order factors (150) is included in (1), then their number is reduced by an order and more, i.e. only the most significant factors for the explanation of the simulated variable are retained. Thus, the model of knowledge representation in the EC is a linear or non-linear regression Eq. (1), supplemented by the following production rule:

$$\text{If } \hat{y} \in [y_a; y_b], \text{ then } Y = 1, \text{ and } Y = 0 \text{ otherwise.}$$

(2)

The required value interval $[y_a; y_b]$ is given by the expert.

In this regression equation, non-absolute values of these factors $\{x_j\}$ from the declaration are used, but dimensionless complexes, formed from these factors.

After receiving the model (1), this simple regression formula is applied to all selected declarations of this class. The selected declarations are submitted to a highly qualified tax inspector (called a “classifier” in the US) for censorship. The classifier scans all the selected declarations and gives his verdict about each one: whether it should be checked or not, and what points should be especially focused on during the verification. In the United States, approximately half of all field inspections of taxes on personal and corporations income is organized using this ES selection.

According to Chernik’s study, tax services of many countries process tax returns using statistical methods such as regression and discriminant analysis, and according to the results of this analysis they build formulas, which allow to draw conclusions about new tax declarations: whether the check of a taxpayer promises large accrual or not. The documentary audit of taxpayers selected in such a way, is given priority.

3 Conclusions

Despite the intensive development of the theory and practice of neural network modeling in relation to the difficult conditions of economic systems modeling (hard formalization of the processes and interactions in the system), very noisy data (deliberate distortion of the tax base) because of the unknown laws of noise distribution, many problematic issues of neural network modeling of these systems have been either poorly researched or not researched at all:

1. The budgetary system of any level faces the problem of the insufficient amount of own funds for the projects focused on the end result and in the broader sense, for the budget system functioning, i.e. providing timely and quality services for budget spending units, ensuring the preservation of the financial and social stability and the development of the territories. So, one of the urgent problems is forecasting of budgets’ filling, particularly, in municipalities, taking into account the risk of going beyond the confidence limits of the forecast based on hybrid neural network models.

2. Lack of computer techniques for multi-criteria ranking of budgetary institutions and organizations, which would allow to assess objectively the results of the organization’ activities at the current time and a forecast period. Such techniques would allow to distribute transfers more equitably and efficiently in terms of governance
and to determine the directions for the rational development of budgetary organizations.

3. The taxpayers’ activity is characterized by uncertain external and internal environment. The result of these trends is the spread of the output parameters for the organizations’ economic activity, which in many cases determines the high risk for inefficiency of tax audits. The objectives of the tax control are creative in nature; they require specialists with extensive knowledge, experience and developed intuition. Therefore, the transition to the mathematical formalization of the decision-making stages faces a number of difficulties associated with the problem of modeling for poorly formalized systems.

The Federal Tax Service of the Russian Federation use information technology for desk audits, selection of taxpayers for on-site inspections. These technologies are generally aimed to automate the monitoring of declared reporting data, their analysis for the logical consistency of the interrogation mode, where each subject of taxation is analyzed in turn.

The main disadvantage of the existing methods of tax control is as follows: all the technology of tax audits planning is subjective.

In such circumstances, there is need for new computer technologies for taxpayers’ selection.

So, we can conclude, that the level of development of theoretical and methodological foundations for neural network modeling in intelligent ECS for economic systems, does not meet the requirements of the practice, due to the ongoing process of reforming in the budget and tax system of the Russian Federation.

Solving this problem is aimed at solving algorithmically complex problems, as well as accumulation of scientifically based knowledge about the object, i.e., it is designed to maintain the existing system of economic models of the object of study and to add it with missing models and objectives. In applied economic aspect the problem is focused on improving the efficiency of state administration in the area of fiscal systems at all levels.
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Abstract. This study consisted in elaborating a diffuse model that allows for the selection of applicants to university study programs considering their enrollment profile, based on the need to reduce errors of precision in the selection procedures and to minimize the human limitations of the evaluators who are faced with a wide variety of differentiated evaluation criteria for the study programs. This fuzzy model is composed of three input linguistic variables referring to knowledge competencies and an output variable regarding the enrollment profile level. It is also made up of 125 fuzzy rules developed by the Mamdani and centroid methods and validated by experts. The results of the application show its effectiveness with $p < 0.05$. The model is flexible and useful to ideally select as many new entrants as possible, and thus it offers advantages to comply with any institutional regulatory context and external quality assurance entities such as the SINEACE or others.
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1 Introduction

1.1 Context for the Research Study

One of the pillars of socio-economic development and the competitiveness of a country lies in education; mainly, in university-level education that must support its development [1] with the advancement of knowledge and technology that solve problems in its environment. The OCDE [2] in a report on the global strategy for the achievement of competencies, points out that these are the pillar and the compass of professionals who are adequately trained to bring together the supply and demand of the labor market in a given constituency.

In order to train students in the competencies of their profession, they must be conducted through a training process in a study program. In this regard, the University Law 30220 of Peru, in article 98 defines that the universities must hold an open call for their admission processes, where it must be proven that the applicants meet minimum entry competencies. The norm establishes that the admission process must have at least
one knowledge evaluation and optionally an aptitudes (abilities) evaluation and another for attitudes. In a complementary way, the SINEACE [3] considers that the process of admission to study programs should hinge on an enrollment profile.

The process of admission to universities is generally based on a knowledge test, which should not be general [4] and the evaluation items should be differentiated for different study programs that in turn are linked to the development of study profiles. This form of evaluation does not allow the university to objectively know to what extent the applicant meets a profile. On the other hand, although there is a tendency to combine different types of instruments [4], such as: interview guides, psychometric aptitude and attitude tests, among others, their use still focuses on the evaluation of profiles in the evaluation processes.

The traditional style with methods and instruments [4] is employed, but it restricts an objective evaluation to identify how the applicants fulfill the competencies because it is based on the sum of the scores of answers to questions in objective tests. The fact that it does not show to what level or degree an applicant is close to or far from a profile, leads to the deficiencies of each applicant being hidden throughout the process of general and specialized training, so they are all treated as if they had the same capabilities such that there are no personalized tutoring programs, potentially causing problems such as higher risk of dropout, low grades, low identification with their careers in the short term and, in the long term, job displacement and under employment [2].

At present there are different models such as [5]: multiple regression, neural networks and fuzzy logic, among others, that help to evaluate characteristics that the applicants possess which need to be analyzed based on a profile.

Fuzzy logic is a computational intelligence tool used initially in the field of industry [6], medicine and security, among others [7]; it has proved useful when working with ambiguous and complex information in labor contexts for evaluation of positions in organizations and evaluations of income, formative progress and graduation of students in training centers [8]; as well as when evaluating ambiguous or imprecise results to define their proximity or distance from a competitor with respect to a profile.

In the case of this research project, a fuzzy logic model based on a method is developed, which considers the articulation of differentiated instruments and criteria that make it possible to more objectively demonstrate the results of the evaluation of the applicant according to their enrollment profile regarding their knowledge, skills and attitudes; the present research study is focused on the knowledge dimension.

2 Literature Review

2.1 Enrollment Profile

A profile is a set of reference parameters, with their rules and measurements, acting together as a pattern [9] against which other values are contrasted to make decisions; so mathematically [10] a profile can be defined as $P = (a, b, c)$ in that order and not $P = (a, c, b)$, where $a$, $b$, and $c$ are characteristic values of a profile. Profiles are constructed based on criteria of what is intended to be evaluated and they are relevant in
their social or organizational context. In the labor and educational field, one of the primary sources is the competencies [11].

Competencies are complex constructs that are composed of qualitative and some quantitative characteristics in three dimensions [6, 12], cognitive, procedural (skills) and behavioral, which the subjects of evaluation demonstrate with a certain degree of skill, several of them are scored on Likert scales or another scale. Competencies have to do with the capacity of a person facing a difficulty to resolve it. These competencies can be as diverse as the fields of application in human performance; where not only the sphere of knowledge but also the resolution of problems is valued, hence they are complex and there is no systematized knowledge [10] which can be applied in a comprehensive way.

In this way organizations seek to close the gaps between the characteristics required for a position and those of an applicant [6] which are products of the ambiguity of the valuation in the characteristics of the competencies. The selection of the most suitable applicants ensures optimal performance [13] for a collaborator to achieve organizational goals; the higher education field is no different, because it seeks that those applicants who come closest to a predetermined pattern can study curricula with better possibilities [2].

Therefore, an enrollment profile is a set of competencies established in an educational model or curriculum for a study program that should be used as a basis to evaluate the applicants in the most objective way possible.

2.2 Fuzzy Logic

The theory about fuzzy sets, in several areas, is a tool to support decision making [14], where the constraints of a real-world situation constitute the elements of modeling the fuzzy sets. This theory has been used in the industrial sector, in the selection of personnel and even in the evaluation of cognitive processes [15].

A fuzzy set [16] contains elements that have different degrees of membership that range from zero to one, the elements of a fuzzy set can also be contained in another fuzzy set in the same universe. If an element x of the universe is a member of the fuzzy set $\tilde{A}$, then the mapping is given by the images of the characteristic function included between [0; 1], where $\tilde{A}$ is a fuzzy set of elements zero and one and $\mu_{\tilde{A}}(x)$ is the range which is [0; 1].

Among two or more fuzzy sets ($\tilde{A}, \tilde{B}, \ldots \tilde{C}$) [17] there are certain operations, such that the universe X is defined for a given element x, considering the union, intersection and complement of fuzzy sets as shown in the Eq. (1), defined by:

$$\begin{align*}
\text{Union} : & \quad \mu_{\tilde{A} \cup \tilde{B}}(x) = \max \left[ \mu_{\tilde{A}}(x); \mu_{\tilde{B}}(x) \right] = \mu_{\tilde{A}}(x) \lor \mu_{\tilde{B}}(x). \\
\text{Intersection} : & \quad \mu_{\tilde{A} \cap \tilde{B}}(x) = \min \left[ \mu_{\tilde{A}}(x); \mu_{\tilde{B}}(x) \right] = \mu_{\tilde{A}}(x) \land \mu_{\tilde{B}}(x). \\
\text{Complement} : & \quad \mu_{\tilde{A}^c}(x) = 1 - \mu_{\tilde{A}}(x).
\end{align*}$$

(1)

Insufficient clarity in a fuzzy set is characterized by the shape of its membership functions [16], which classify an element of the set, whether it be discrete or continuous, as there are certain restrictions with respect to the way in which they are used. Its
properties are defined by: core, support and boundary [18] as shown in Fig. 1. The core is characterized by having a complete membership in the fuzzy set \( \tilde{A} \), that is, the elements that have the membership function with their image \( \mu_{\tilde{A}}(x) = 1 \). The support is characterized by a membership greater than zero in the fuzzy set \( \tilde{A}(\mu_{\tilde{A}}(x) > 0) \). The border has a non-zero but not complete membership for the fuzzy set \( \tilde{A} \), the range contains the elements whose membership is between 0 and 1 so \( 0 < \mu_{\tilde{A}}(x) < 1 \).

Fig. 1. Characteristics of the membership function

**Defuzzification**

Is the process of converting to a quantifiable value in classical logic [17, 19], given fuzzy sets and their corresponding degrees of membership, in other words, it transforms from a fuzzy set to a classical set. The function reduces the collection of values of membership functions into a single accumulated amount called a centroid as shown in Fig. 3. Hilera-Gonzales [18] mentions that the output in the fuzzy union, as shown in Fig. 2, can be expressed mathematically with the Eq. (2):

\[
C_n = \sum_{i=1}^{R} C_i = \tilde{C}.
\]

Regarding the calculation of defuzzification, there are seven methods that can be used with fuzzy output functions: the maximum membership principle, the centroid method, weighted average, maximum mean membership, the center of sums, the center of the largest area and the first of maxima or last of maxima; of these, the method applied in this research project is the centroid method.

**Centroid Method**

Hilera-Gonzales [18] argues that the use of the centroid method as shown in Eq. (3) is the most used which is defined in algebraic form by

\[
x^* = \int \frac{\mu_{\tilde{C}}(x) \cdot x \cdot dx}{\mu_{\tilde{C}}(x)}.
\]

where the integral symbol is used for algebraic integration.
2.3 Mamdani

Ebrahim Mamdani’s method [20] states that the membership functions in the output are fuzzy sets in which after the aggregation process, there is a fuzzy set for each output variable that needs defuzzification.

Zadeh [21] mentions that a fuzzy conditional statement provides a basis for using fuzzy algorithms more systematically and, therefore, more effectively than was possible in the past with traditional methods. Therefore, fuzzy algorithms become an important tool for an analysis of systems and decision processes that are too complex for the application of conventional mathematical techniques. The formal characterization of a fuzzy algorithm is expressed in terms of the notion of a fuzzy turing machine or a Markoff Fuzzy algorithm. Thus the diffuse algorithm instructions that are included in the following three classes were used: Assignment statements, diffuse conditional statements and conditional action statements.

The rules under these fuzzy algorithms have the following logical structure:

\[ R_i : If \ x_1 \ is \ A_{i1} \ and \ x_n \ is \ A_{in} \ then \ u \ is \ B_i, \ i = 1, 2, 3, \ldots, 125 \]

3 Methodology

3.1 Applicant Selection Method According to Enrollment Profile

The method of Fig. 4 is developed under the criteria established by Peruvian university law 30220 in article 98, where it states that [3, 21] “... the university admission selection process consists of a knowledge examination as a compulsory and main...
process as well as an assessment of aptitudes and attitudes in an optional complementary way …” and the SINEACE requirements described in standard 18.

The method establishes mechanisms for the selection of applicants with the objective of evaluating the degree of compliance between the enrollment profile and the standard established by the rules of the institution, and this consists of three phases: the first, brings together the processes of planning evaluation, when the study program evaluates the knowledge of the applicants through percentage weights assigned to subjects that are more linked to the profile and the characteristics of the study program, where a greater percentage means a greater link; then, the study program establishes a minimum percentage that the applicant must reach to be admitted to the program to which he/she is applying, this percentage is in accordance with the infrastructure capacity, available vacancies and other internal aspects that the program considers pertinent; subsequently scales are formulated in 5 intervals, where the baseline is a minimum percentage required from which it identifies whether an applicant entered or not; finally, the levels reached are located by means of rubrics of evaluation in relation to the intervals where the minimum level is zero and the maximum is 4, with level 3 proving that the student reached the mark.

In the second phase, the evaluation is carried out considering the criteria established in the planning phase. The results obtained by an applicant in the exam are used first to identify whether or not he/she can enter compared with the minimum level required and secondly to determine the level reached. Finally, the last phase consists of preparing statistical reports by classifying them by level to be distributed and disseminated to whom they concern. The results can be used by the study program to establish leveling strategies for the entrants.

3.2 Formulation Sequence of the Fuzzy Model

First of all, the method of selection for applicants was analyzed, in terms of the process, its instruments and procedures. Based on this analysis, the input linguistic variables
were identified with their membership functions. Then, the ranges in the domain of the membership functions were identified for each input linguistic variable that corresponds to the skills of the knowledge dimension. Then, the rules for the inference engine were formulated with the Mamdani method in a combinatorial way.

Regarding the application specifically of the Mamdani method, it involved carrying out the following procedures. In the first place, the antecedents of the identified rules of the input variables were evaluated according to their minimum range and maximum range. Then, from the consequent of each rule and the value of each antecedent obtained in step 1, a fuzzy operator of implication was applied, obtaining for each rule a new fuzzy set linked with the AND operator since some combinations satisfy the profile of the entrant, excluding those rules that do not comply with their established ranges with their respective membership functions. Third, the conclusions for each rule in step 2 were added in such a way that they are combined in a single fuzzy set using an aggregation operator called MAXIMUM to get its highest value. Finally, a solution was obtained by acquiring an output with the centroid method and the defusing technique whose result is a number and not a fuzzy set; for this the following logical criterion was applied for each rule used in the investigation: If (Competency Level 1) and (Competency Level 2) and (Competency Level 3) then (Entrant Profile Level)

Finally, the model was validated as follows: (1) Admission experts were selected and the structure of the model was delivered with the data from a pilot sample of applicants for an admission period, (2) the experts entered data into the model through the matlab interface and compared the values of the PED method and the fuzzy logic method according to the levels reached by each of the applicants and (3) the experts expressed their value judgment through an instrument to then use the Aiken V formula and establish the respective validation.

4 Results

4.1 Fuzzy Model Design for the Selection of the Enrollment Profile

The fuzzy logic model is adaptable to any study program considering its own evaluation parameters and weights. Below are the modeled specifications for a study program.

This model has three input variables: competency 1 (CAPAS), demonstrates ability to analyze, abstraction and synthesis, competency 2, has basic knowledge in science (COBACI) and competency 3 has basic knowledge in letters (COBALET) that correspond to the competencies of the enrollment profile, and one exit variable: profile of the entrant (PERIngresante).

The fuzzy inference system [22] processes the inputs through the Mamdani method, as shown in Fig. 5 and its reasoning is shown in Table 1. In this method, the input values are introduced with respect to the linguistic variables named in the previous paragraph, processed by means of If-Then style rules and a single value in the output is found.

Each one of the input variables and the value of the parameter output variable, as can be seen in Table 1, have a linguistic value associated with their respective
parameters and membership function. Thus competency 1 has the following linguistic values: C1N0INI (Competency 1 at level 0 → Beginning), C1N1PRO (Competency 1 at level 1 → In process), C1N2PRE (Competency 1 at level 2 → Anticipated achievement), C1N3LDEST (Competency 1 at level 3 → Noteworthy achievement) and C1N4LOPT (Competency 1 at level 4 → Optimal achievement); as well as the parameters for the domain of the membership functions by rank in its associated membership function. Figure 6 shows the structure of linguistic variables CAPAS y PERIngresante, each with its levels respective to the domain of the membership functions X.

Mathworks in a publication about the use of their tools [22] states that human knowledge is expressed in terms of fuzzy rules, in the style If-Then <Fuzzy Proposition> in which the types of fuzzy propositions are atomic, such that x is A, where x is a linguistic variable and A is a linguistic value, and compound propositions are fuzzy atomic propositions linked with logical connectors.

Table 2 shows the core of the fuzzy logic model through 125 Mamdani rules, product of the combination of the 5 levels of the 3 competences (CAPAS, COBACI and COBALET) of the income profile, which gives rise to 125 possible outputs of the entrant profile (PERIngresante), of which not all comply with the profile required by a study program, therefore the AND operator was used to join the values of the input variables, which together act as criteria to exclude rules that are not met. This method evaluates background rules with logical connectors AND or OR to find a single value in the consequent output variable. This method is applied instead of others [22] because the output variables are not linear or constant, and the singleton transfer function is not used. The output variables are functions of triangular and trapezoidal right and left transfers, justified by the method that is being used (Mamdani).

4.2 Results of the Fuzzy Logic Model

Before using the elaborated fuzzy model, the structure was submitted to expert assessment to determine its consistency with the theoretical aspects and the procedures of the admission process with the PED method. The experts qualitatively mentioned that the model is consistent according to the mentioned criteria and quantitatively that it is valid through Aiken’s V with a value of 0.87 which is considered acceptable.

Below are the values of some input and output results. It is worth noting that to take into account that the outputs of the fuzzy rules are centered on the linguistic variable x, resulting in a value x which must belong to a degree of membership [19] \( \mu(x) \in [0; 1] \).
In the following lines, we can see an example of the introduction of values in the fuzzy inference system as inputs for the linguistic variables (competencies) and their result in the output variable. The results of those values served to validate the model and estimate the effectiveness respect the method PED.

### Table 1. Input/output of the fuzzy logic model

<table>
<thead>
<tr>
<th>Input/output</th>
<th>Domain</th>
<th>Linguistic value</th>
<th>Parameters</th>
<th>Membership</th>
</tr>
</thead>
</table>
| **Competency 1**
  Demonstrates ability of Analysis, abstraction | [0–30] | C1N0INI | [0 0 15 19] | Trapezoidal |
  | | C1N1PRO | [15 19 22.5] | Triangular |
  | | C1N2LPRE | [19 22.5 25.5] | Triangular |
  | | C1N3LDEST | [22.5 25.5 30] | Triangular |
  | | C1N4LOPT | [25.5 30 0 0] | Trapezoidal |
| **Competency 2**
  Possess basic knowledge in science | [0–35] | C2N0INI | [0 0 17.5 20.5] | Trapezoidal |
  | | C2N1PRO | [17.5 20.5 24] | Triangular |
  | | C2N2LPRE | [20.5 24 28.5] | Triangular |
  | | C2N3LDEST | [24 28.5 35] | Triangular |
  | | C2N4LOPT | [28.5 35 0 0] | Trapezoidal |
| **Competency 3**
  Possess basic knowledge in letters | [0–16] | C3N0INI | [0 0 2.5 5.5] | Trapezoidal |
  | | C3N1PRO | [2.5 5.5 8.5] | Triangular |
  | | C3N2LPRE | [5.5 8.5 11.5] | Triangular |
  | | C3N3LDEST | [8.5 11.5 16] | Triangular |
  | | C3N4LOPT | [11.5 16 0 0] | Trapezoidal |
| **Output**
  Entrant profile | [0–81] | PFLevel0 | [0 0 35 45] | Trapezoidal |
  | | PFLevel1 | [35 45 55] | Triangular |
  | | PFLevel2 | [45 55 65.5] | Triangular |
  | | PFLevel3 | [55 65.5 81] | Triangular |
  | | PFLevel4 | [65.5 81 0 0] | Trapezoidal |
Fig. 6. Graphic representation of the linguistic variable CAPAS and PERIngresante

Table 2. Rules of the fuzzy inference system

<table>
<thead>
<tr>
<th>Competency 01</th>
<th>Competency 02</th>
<th>Competency 03: C3COBALET</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1CAPAS</td>
<td>C2COBACI</td>
<td>C3N0INI</td>
</tr>
<tr>
<td>C1N0INI</td>
<td>C2N0INI</td>
<td>C3N1PRO</td>
</tr>
<tr>
<td>C1N0INI</td>
<td>C2N1PRO</td>
<td>C3N2PRE</td>
</tr>
<tr>
<td>C1N0INI</td>
<td>C2N2PRE</td>
<td>C3N3DEST</td>
</tr>
<tr>
<td>C1N0INI</td>
<td>C2N3DEST</td>
<td>C3N4OPT</td>
</tr>
<tr>
<td>C1PRO</td>
<td>C2N0INI</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1PRO</td>
<td>C2N1PRO</td>
<td>PFLevel1</td>
</tr>
<tr>
<td>C1PRO</td>
<td>C2N2PRE</td>
<td>PFLevel1</td>
</tr>
<tr>
<td>C1PRO</td>
<td>C2N3DEST</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1CAPAS</td>
<td>C2COBACI</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N1PRO</td>
<td>C2N0INI</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N1PRO</td>
<td>C2N1PRO</td>
<td>PFLevel1</td>
</tr>
<tr>
<td>C1N1PRO</td>
<td>C2N2PRE</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N1PRO</td>
<td>C2N3DEST</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1CAPAS</td>
<td>C2COBACI</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N2PRE</td>
<td>C2N0INI</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N2PRE</td>
<td>C2N1PRO</td>
<td>PFLevel1</td>
</tr>
<tr>
<td>C1N2PRE</td>
<td>C2N2PRE</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N2PRE</td>
<td>C2N3DEST</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N3DEST</td>
<td>C2N0INI</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N3DEST</td>
<td>C2N1PRO</td>
<td>PFLevel1</td>
</tr>
<tr>
<td>C1N3DEST</td>
<td>C2N2PRE</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N3DEST</td>
<td>C2N3DEST</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N3DEST</td>
<td>C2N4OPT</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N4OPT</td>
<td>C2N0INI</td>
<td>PFLevel1</td>
</tr>
<tr>
<td>C1N4OPT</td>
<td>C2N1PRO</td>
<td>PFLevel1</td>
</tr>
<tr>
<td>C1N4OPT</td>
<td>C2N2PRE</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N4OPT</td>
<td>C2N3DEST</td>
<td>PFLevel0</td>
</tr>
<tr>
<td>C1N4OPT</td>
<td>C2N4OPT</td>
<td>PFLevel0</td>
</tr>
</tbody>
</table>
Rule no. 66. If (C1CAPAS is C1N2LPRE) and (C2COBACI is C2N3LDEST) and (C3COBALET is C3N0INI) then (PERIngresante is PFNivel2) (1) [21;24 > and [26;31 > and [0;4 > then [50;60 > any degree of membership from 0.40 to 0.6. Input matlab: [22;27;3], output matlab [53.2] which means that it is at knowledge level 2, in other words anticipated achievement.

Rule no. 74. If (C1CAPAS is C1N2LPRE) and (C2COBACI is C2N4LOPT) and (C3COBALET is C3N3LDEST) then (PERIngresante is PFNivel3) (1) [21;24 > and [31;35] and [10;13 > then [60;71 > any degree of membership from 0.60 to 0.8. Input matlab: [21;32;10], output matlab [62.7] which means that it is knowledge level 3, in other words noteworthy achievement.

Rule no. 84. If (C1CAPAS is C1N3LDEST) and (C2COBACI is C2N1PRO) and (C3COBALET is C3N3LDEST) then (PERIngresante is PFNivel2) (1) [24; 27 > and [19; 22 > and [10; 13 > then [50; 60 > any degree of membership from 0.40 to 0.60. Input matlab: [25; 20; 11], output matlab [53.1], which means that it is knowledge level 2, in other words anticipated achievement.

The graphical interface of MatLab v17a allows for a graphic display of the model. The user can enter a set of values corresponding to the characteristics of the membership function used [22] for the input variables in the ranges of the domain of the membership functions (3 first columns) and in the same way for the output variable (Fig. 7).

Finally, to evaluate the effectiveness of the fuzzy model, we considered the data of 128 candidates to a study program as a random sample in an entrance examination, which were entered into the fuzzy model to determine its effectiveness from the nonparametric test of Wilcoxon, made in SPSS 24.0. The value $Z = -2.111$ shows that the model was effective with respect to the traditional PED model with $p$ value $= 0.035 < 0.05$, demonstrating in this way that the model gives better results with respect to the selection of the candidates of a university program according to their admission profile.
5 Conclusions

This research project has developed a fuzzy model for the selection of applicants to university study programs, to admit them or not. The model has incorporated the evaluation of knowledge competencies to obtain the outputs. It handles all possible and necessary evaluation rules, constituting a support tool for evaluators, providing more accurate information when evaluating the profile of the applicant.

This fuzzy model is effective because it provides better results with respect to the selection of candidates for a university program based on their entrance profile, in terms of the accuracy of the level that corresponds to the applicant.

A recommendation for future work is to implement a distributed and responsive web application that allows for the entry and consumption (outputs) of data in real time.
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Abstract. Today the digital economy is a system of economic, social and cultural relations based on the use of digital information and communication technologies. Russia has created the Digital economy program, which is aimed at introducing digital technologies in all spheres of life: in the economy, in business, in public administration, in the social sphere and in the municipal economy. The paper investigates the features of digitization in the Russian education sector and education system of foreign countries. Such changes in the country are quite real, but the rapid development of the digital economy in the Russian education today is hampered by new challenges and threats. In order to overcome the obstacles to the development of digital in the in the Russian education sector, universities should join forces with the state, research centers and other organizations, whose activities are aimed at accelerating the commercial development of innovative technologies in the education sphere. The systematization of all aspects of the economy is an important step towards the conscious growth and innovative development of the country. The digitization of the Russian education is the most actual direction of development today.
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1 Introduction

Mobile devices acquire high importance for the modern man, who strives for convenience and mobility in all spheres of society. The Russian Federation ranks 41st on the readiness for the digital economy with a significant gap from the dozens of leading countries such as Singapore, Finland, Sweden, Norway, the United States, the Netherlands, Switzerland, the United Kingdom, Luxembourg and Japan [1].

Such a significant lag in the development of the digital economy from world leaders is due to the gaps in the regulatory framework for the digital economy and the insufficiently favorable environment for doing business and innovation and, as a consequence, the low level of digital technology use by business structures.

However, the number of training and compliance of educational programs with the needs of the digital economy is insufficient in Russia. There is a serious shortage of
personnel in the educational process at all levels of education. Digital tools of educational activities are not sufficiently applied in the final attestation procedures of students. The learning process is not included integrally into the digital information environment. All this requires the active implementation of digitization approaches to the training of higher education specialists and the development of digitization of the universities themselves. This situation can’t be corrected without training specialists in all areas of skills in the digital economy. Possession of skills of computer and digital technologies, and not the simplest ones (like working with digital devices as ordinary users), but more advanced, is necessary for future entrepreneurs. This is provided, including the Program “Digital Economy of the Russian Federation”, approved in 2017 [1].

2 Theoretical and Institutional Background

The interrelationship between globalization and the education system is analyzed in many scientific papers and strategic documents [2–4]. At the suggestion of the World Economic Forum, the latest version of the international network readiness index, presented in the report “Global Information Technologies” for 2016, is used to assess countries’ readiness for the digital economy. The improved index measures how well countries use digital technologies to improve competitiveness and well-being, and also assesses the factors affecting the development of the digital economy [5]. Digital literacy in education issues are also widely discussed [6, 7].

The problems of motivating students to study are currently the most relevant and are being actively studied in foreign and domestic science [8–10]. Brown, Molesworth and others believe that the students’ motivation for learning will increase if we consider students as consumers of the product of higher education [11, 12].

An analysis of the world scientific literature on the issues of digitization of training has shown that there is a lot of theoretical criticism around the use of digital technologies in education, including the higher education [13–17], but the body of critical appraisal of national digital learning and teaching strategies is more limited [18]. On the contrary, many foreign researchers note that the “national strategies play a crucial role in framing how digital technologies are enacted in higher education” [19]. So the policy-makers should extend their consideration of universities entrepreneurial activity to include the development of human capital [20]. For example, Munro describes in his article the some findings of an analysis of thirteen digital teaching and learning strategies issued by government departments and non-departmental public bodies in the UK between 2003 and 2013. “It demonstrates that, across the strategies, digital technologies are depicted as tools for advancing the marketisation of UK higher education” [19].

In order to manage the development of the digital economy in Russia, the Program “Digital Economy of the Russian Federation” was adopted, which defines the five basic directions for the development of the digital economy in the Russian Federation for the period up to 2024. The basic directions include normative regulation, personnel and education, the formation of research competences and technical facilities, information
infrastructure and information security. The main goals and objectives of the direction concerning personnel and education are:

- creation of key conditions for the training of digital economy personnel;
- the improvement of the education system, which should provide the digital economy with competent personnel;
- the creation of a motivation system to develop the necessary competencies and the participation of personnel in the development of the digital economy of Russia.

Solving these goals will improve the labor market, which must be based on the demands of the digital economy. The “The Strategy of scientific and technological development of the Russian Federation until 2035” is another document that determines the prospects for the development of the digital economy in Russia. The increase of the competitiveness of the national economy and the effectiveness of the national security strategy based on leadership in research and development, the creation of innovative products and the high rate of creation and mastering of new knowledge are mentioned as key tasks of The strategy of scientific and technological development of the Russian Federation until 2035 (paragraph 8 of the Strategy) [21]. The main subjects intended to ensure the implementation of the provisions of the Strategy are organizations that directly carry out scientific, technical and innovative activities and use the results of such activities (Clause 6 of the Strategy). Among them, a special place is occupied by scientific and educational organizations. They provide the society with human and information resources for creating and using the latest technologies and innovative solutions that most effectively meet the “big challenges” of modern development. Regarding international documents in the field of digitalizing education, among them are the Recommendations on Mobile Learning Policies, published in 2015 by the UNESCO Institute for Information Technologies in Education. These recommendations state that “mobile technologies allow to significantly expand and improve learning opportunities in a variety of conditions …” [22].

3 Introduction of Digital Education System in Russia

3.1 A Current Level of Digitization in Russian Education

At present, methods of strengthening computer and digital profiling in the preparation of students of IT directions are already being developed and tested quite extensively. The course of informatics and information and communication technologies in general education programs is standardized, technologically and substantively, and personnel for the digital economy are being trained. Educational organizations have access to the “Internet” network and are represented there on their websites in accordance with state requirements. The dynamics of the main indicators of digitization of higher education institutions is presented in Table 1 [23].

Along with traditional technologies of teaching, mobile technologies are used that open new opportunities for students and teachers: application of communication; access to large educational resources and making quick feedback between students and teachers. Also, the use of digital devices allows the discussion of information and
familiarization with all participants of the educational process on-line. And more and more important is the fact that the mobile devices (which include mobile phones, tablet computers, electronic readers, portable audio players) become an indispensable tool for solving a large number of tasks in business: data exchange, quick access to up-to-date information, mobile payment services, customer support, etc.

Table 1. The main indicators of digitization of higher education

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of students of higher education per 10000 pop., people</td>
<td>493</td>
<td>454</td>
<td>424</td>
<td>394</td>
<td>356</td>
<td>325</td>
<td>300</td>
</tr>
<tr>
<td>The number of students of higher education in the direction “Computer science and computer technology” per 10000 pop., people</td>
<td>3</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Number of personal computers used for educational purposes for 100 students of state education institutions, thing</td>
<td>7</td>
<td>8</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>Number of personal computers used for educational purposes, which are part of local area networks, per 100 students of high education, thing</td>
<td>15</td>
<td>17</td>
<td>19</td>
<td>21</td>
<td>20</td>
<td>14</td>
<td>22</td>
</tr>
<tr>
<td>Number of personal computers used for educational purposes with access to the Internet, per 100 students of higher education, thing</td>
<td>14</td>
<td>16</td>
<td>18</td>
<td>21</td>
<td>20</td>
<td>14</td>
<td>22</td>
</tr>
<tr>
<td>The share of educational institutions that have a website on the Internet, in the total number of institutions to higher education, %</td>
<td>96.3</td>
<td>98.2</td>
<td>99.8</td>
<td>99.8</td>
<td>97.5</td>
<td>100</td>
<td>95.1</td>
</tr>
<tr>
<td>The share of educational institutions implementing educational programs using distance educational technologies in the total number of institutions to higher education, %</td>
<td>49.8</td>
<td>52.8</td>
<td>59.0</td>
<td>60.2</td>
<td>57.4</td>
<td>78.2</td>
<td>42.8</td>
</tr>
</tbody>
</table>
However, for successful digitization (transfer to digital technologies), business leaders and entrepreneurs must themselves have the skills to work in the digital economy. One way to achieve this goal is the training of personnel in the field of entrepreneurial activity in accordance with the requirements of digital economy [24, 25]. And educational institutions that form the scientific and educational potential of the national and regional economy should ensure this first of all [26]. The modern process of learning is a process that takes place in an uncertain and continuously changing environment. Today, it is impossible to imagine an education system without the use of information and communication technologies (ICT) [27]. Teaching students using mobile technologies improves their practical skills, facilitates access to educational materials and information exchange between all participants of the educational process, provides conditions for the introduction of methods of inclusive education, allows new conditions, in comparison with traditional education, for creating an accessible educational environment.

There are various mobile applications for educational use that are related to real business. For example, a restaurant business. Recently, the enterprises of this sector have faced the problem of strategic and tactical management of the development of the ability to survive in the growing competition and the introduction of new digital technologies has become a good way to succeed. Most residents of our country (especially large cities) are already familiar with such digital tools as their own applications of large restaurant chains and individual restaurants, cafes and bars, with which they talk about their services, innovations, promotions and support feedback from customers. Moreover, such implemented mobile applications with loyalty programs are increasingly replacing loyalty cards. Such digital technologies allow restaurants and cafes to create their own chips that increase the competitiveness of the institution, attract visitors, thereby enabling entrepreneurs to earn money correctly, and consumers to maximize utility [25].

The effect of networks flexibility and reliability is achieved by “digitization” of educational infrastructure. The problem of digitization of the economy as a whole and infrastructure sectors in particular has become even more important in connection with the taken course for the implementation of the program “Digital economy of the Russian Federation”, approved by the order of the Russian Federation Government on July 28, 2017 [1]. On the basis of the “road map”, an action plan will be developed that will describe the activities necessary to achieve the specific “milestones” of this Program, indicating who is responsible for implementing the activities, sources and amounts of funding. The action plan will be approved for three years, which implies its annual renewal. Technology of education, including the digital technology, “needs to enhance student choice and meet or exceed learners’ expectations” [28].

3.2 Prospects for Digitalizing the Russian Higher Education

The “road map” for the development of the educational sector in Russia is presented in the Program “Digital economy of the Russian Federation”. In the “road map” three main stages of the development of the directions of the digital economy are singled out, according to the results of which it is planned to achieve the target status for each of the directions: 2018 – the stage 1; 2020 – the stage 2 and 2024 – the stage 3. The planned
values of the proportion of Russian citizens who have improved literacy in the field of information security, media consumption and the use of Internet services are also listed in this “road map” (see Fig. 1 [1]).

![Fig. 1. The proportion of citizens who have improved literacy in the field of information security, media consumption and the use of Internet services, %](image)

The indicators of achievement of the planned characteristics of the digital economy of the Russian Federation by 2024 present in the Fig. 2 [1].

![Fig. 2. Indicators of achievement of the planned characteristics of the digital economy of the Russian Federation by 2024](image)

This puts forward new requirements for the training of future student and all Russian citizens for the formation of their knowledge and competencies that meet the requirements of the functioning of the digital economy.

Thus, the actual need for the training of modern personnel in the field of higher education is the development of programs and teaching methods that change the approach to educational activity and are conducive to the formation of professional information and telecommunication competencies for future graduates of training and retraining courses for entrepreneurs and all Russian citizens [23].

These planned values can be achieved on the basis of the widespread introduction of new special subjects into the education system. These are the following training
courses: “Management of electronic commerce (digital entrepreneurship)”; “Management in the digital business”; “Marketing and advertising in the digital business” (as an option - “Marketing and advertising in e-commerce”); “Management of digital corporations”; “Information Systems Management and Cybersecurity”; “Financial Cybersecurity”; “Digital technologies in the high-tech sector”; “Digital service as a new segment of the economy”; “Digitization of traditional industries and spheres of the economy”; “Digitization of financial services of universal banks”; “Strategic management of digital holding and cross-border corporate structures”; “Digital and electronic technologies of universal banking”; “Integrated electronic banking and digital financial instruments (crypto-currencies, software mining, etc.)”; “Investment electronic banking and financial analytics for online trading” and others [24]. This subjects have been taught extensively for a long time in foreign universities, but it's which are almost impossible to meet in Russian education programs.

Some of these training courses can also be developed into independent areas of master’s or professional training. For example, “Management in the digital business” with its more in-depth study in functional areas: financial management, personnel management, production management, innovative management, marketing, etc., as well as in business areas and areas can become an independent training course or retraining of personnel within the framework of special programs for training entrepreneurship, forming the necessary competencies.

This is all the more important if a person intends to organize business or to work in IT areas, which take an increasing share both in the real structure of the economy. However, traditional areas of business are no less subject to the influence of digitization, and targeted training in methods and methods of digitization should become mandatory in the all programs of education.

4 Conclusions

Digital technologies are becoming increasingly important, as the mobile applications (special additions) are developing, which are a tool that allows to optimize the communication processes, create an information space and promote learning.

So, the modern digital learning technologies are becoming more and more in demand in the educational process of various target groups, especially among entrepreneurs and professionals, and in all higher education institutions. The programs of digital education will always be relevant in many businesses will constantly improve and develop. In order to overcome the obstacles to the development of digital in the Russian education sector, universities should join forces with the state, research centers and other organizations, whose activities are aimed at accelerating the commercial development of innovative technologies in the education sphere. Also, Russian universities should more widely implement educational courses and subjects related to digitization of education.
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Abstract. This research of M-learning as a teaching strategy for children diagnosed with dyslexia, obtained results through the survey of therapists who do not implement technological resources to improve cognitive and motor skills of children in the teaching process. By a DST-J test applied to children it was established that there are three levels of risk on specific tasks of literacy: high, moderate and slight. With mobile learning as a foundation that provides an interactive environment that facilitates access to different content and supports the socialization of judgments, opinions, knowledge, contributes to dealing with the challenges of teaching and learning for students with special abilities and creates educational tasks, this research aims to demonstrate the relationship between M-learning as a didactic strategy and children with dyslexia, in order to use innovative strategies that help in their development.
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1 Introduction

At the national level, current education requires in a relevant way the use of technological tools so that children with learning disorders better understand the content taught by teachers, with the purpose of implementing an innovative model of education in education through mobile applications [1].

In such a virtue, it is necessary that educational institutions and those that treat children with learning difficulties, as well as their teachers or professionals, adapt curricular contents and learning environments with technological resources. The M-learning will provide a better and active teaching-learning process according to the needs of children with learning difficulties.

New techniques should be used with dyslexic children that allow them to adapt multi sensory learning with the use of mobile technology to improve the pedagogical process between the student and the therapist, with the sole objective of efficiently contributing to self-esteem, knowledge and development of skills of children with dyslexia [2].

[3] In the scientific article entitled “With you in the distance: the tutorial practice in virtual training environments”, it is indicated that the management of health institution managers should define strategies and technological pedagogical models to apply in the
care for children with dyslexia problems, which should likewise be taught to their facilitators for its correct application.

1.1 Information and Communication Technologies in the Educational Field

Information and communication technologies are the set of techniques, advances and modern devices that make up storage, processing and transfer of information through the Internet to be used in various areas such as education, health, finance, tourism, and social interaction, among others [4]. Information and communication technologies in the educational field play a very important role since they have allowed for innovation in the teaching-learning process [5]; in turn they have directly involved the student in his/her self-learning through dynamic and interactive virtual environments. On the use of didactic material and information and communication technologies (TICs), it is noted that to improve the academic scope “In the field of education, ICTs have wide applicability as educational portals or websites, virtual classrooms for teaching-learning, videoconferencing, educational software and material with multimedia support that can be distributed through the Internet” [6].

Virtual environments and virtual media have revolutionized education since they have adapted educational contents and materials to allow access from any place and at any time through technology with the purpose of improving student learning [7]; M-learning represents an innovative component in the teaching and learning process, therefore, it is necessary to know the main characteristics of its usefulness [8]; mobile learning offers different benefits to learning, where teachers and students can interact without limitations, and there is ease of access to educational resources [9]. M-learning encourages interaction through virtual learning environments, where teachers and students can engage in extracurricular activities in order to obtain feedback on some specific content so that they reinforce their knowledge through interactive and innovative learning spaces supported by the technologies of information and communication.

The educational modality facilitates the construction of knowledge, the resolution of learning problems and the development of skills or abilities [10]. Mobile devices within the educational environment allow students to build their knowledge interactively thanks to technology. The exchange of information, ideas and contributions is facilitated [11]. Mobile technology provides a variety of tools applicable to educational processes, as well as M-learning that can be applied in various ways in the teaching and learning process; in this way interactions and continuous activities are influenced; With the help of the diversity of information that exists on the web, students keep up to date, achieve cooperative learning, develop skills that allow them to improve their learning processes and their academic performance.

2 Methodology

Within the study of M-learning as a didactic strategy for working with children diagnosed with dyslexia, the most appropriate methodology in the development of the application is ADDIE which consists of predominant phases such as data analysis, the
design of the App, software development, its implementation and evaluation in children diagnosed with dyslexia between the ages of 9 and 11 years of age. This process complies with sequential phases that provide adequate use in both grammar and significant learning to deal with the disorder.

In the development of the present study, a total population of 93 participants was considered; data that are detailed in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object of study</td>
</tr>
<tr>
<td>Children diagnosed with Dyslexia</td>
</tr>
<tr>
<td>Therapists</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

Although information was gathered from three therapists working with children diagnosed with dyslexia, the data analysis was based on the results of the DST-J Test [12], in order to generate confidence in the estimation of the evaluated characteristics from the perspective of educational psychology; it allows evaluation of learning processes for the detection of dyslexia. The test in its second version mentions that it was originally called the Dyslexia Screening Test (DSJ) and that it was published in the United Kingdom in 1996. The main objective of the test was to discover those children who were at risk of failure in reading so that they could receive extra support at school.

When proposing this test in the present study, it is intended to detect the difficulties children present in reading and writing. Also, its application was considered because it is a public test and does not need the author’s permission; it involves three tests of direct evaluation: reading, copying and dictation, as well as nine tests of indirect evaluation: names, coordination, postural stability, phonetic segmentation, inverse digits, meaningless reading, verbal and semantic fluency and vocabulary. The performance of this test includes an assessment, which indicates the existence of the risk of dyslexia in the child, as well as the extent of this risk, which may be mild, moderate or high. Likewise, the DST-J provides information on the strengths and weaknesses in the child’s performance in the different tasks assigned.

2.1 Results

Of the twelve tests, the direct assessment tests (reading, copying and dictation) were considered as they relate directly to the reading and writing process. Table 2 shows the scores obtained:

<table>
<thead>
<tr>
<th>Table 2. Dyslexia screening test</th>
<th>Alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strong point</td>
</tr>
<tr>
<td>(3) Reading (R)</td>
<td>1</td>
</tr>
<tr>
<td>(5) Dictation (D)</td>
<td>2</td>
</tr>
<tr>
<td>(8) Copying (C)</td>
<td>2</td>
</tr>
</tbody>
</table>
After processing these data, they are next observed graphically (Figs. 1, 2 and 3):

**Table 3.** Reading, dictation and copying results

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>Kolmogorov-Smirnovb</th>
<th>Shapiro-Wilk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistical gl</td>
<td>Sig.</td>
</tr>
<tr>
<td>Reading</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absence of risk</td>
<td>0.096</td>
<td>10</td>
</tr>
<tr>
<td>Slight risk</td>
<td>0.136</td>
<td>5</td>
</tr>
<tr>
<td>Moderate risk</td>
<td>0.096</td>
<td>10</td>
</tr>
<tr>
<td>High risk</td>
<td>0.063</td>
<td>64</td>
</tr>
<tr>
<td>Dictation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strong point</td>
<td>0.26</td>
<td>2</td>
</tr>
<tr>
<td>Absence of risk</td>
<td>0.105</td>
<td>8</td>
</tr>
<tr>
<td>Slight risk</td>
<td>0.136</td>
<td>5</td>
</tr>
<tr>
<td>High risk</td>
<td>0.062</td>
<td>75</td>
</tr>
<tr>
<td>Copying</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strong point</td>
<td>0.26</td>
<td>2</td>
</tr>
<tr>
<td>Absence of risk</td>
<td>0.078</td>
<td>18</td>
</tr>
<tr>
<td>Slight risk</td>
<td>0.089</td>
<td>12</td>
</tr>
<tr>
<td>High risk</td>
<td>0.064</td>
<td>58</td>
</tr>
</tbody>
</table>

*b*Shows the normality and the selection of the statistician, in this case Kolmogorov-Smirnov for the representation of the level of significance.
*a*Correction of significance of alternatives less than 0.05.

![Fig. 1. Reading test results with the alternatives: strong point, absence of risk, slight risk, moderate risk and high risk. Population of 90 children.](image-url)
Upon developing the distribution analysis of the three items, in which the behavior of the data can be measured, it is concluded that the data is distributed symmetrically taking into consideration the scales within the reading, dictation and copying tests.

**Fig. 2.** Dictation test results with the alternatives: strong point, absence of risk, slight risk and high risk. Population of 90 children.

**Fig. 3.** Copying test results with the alternatives: strong point, absence of risk, slight risk and high risk. Population of 90 children.

Upon developing the distribution analysis of the three items, in which the behavior of the data can be measured, it is concluded that the data is distributed symmetrically taking into consideration the scales within the reading, dictation and copying tests. That
is, the data meet an acceptable standard of normality and its frequency is notable at high risk in reading, dictation and copying (Table 3).

3 Conclusions

58.5% of children with dyslexia present a high risk in the Reading test (R), 21% present moderate risk, 14% in mild risk and 6.50% have no risk.

In the Dictation (D) test, 53% have a high risk, 26% have a slight risk, 19% have no risk, while 2% have a strong point.

61.5% of children with dyslexia who were evaluated have a high risk in the Copying test (C), 26.5% have a slight risk, 2% have a strong point and 10% have no risk.

These results demonstrate that dyslexia presents itself primarily in activities associated with reading and writing. Furthermore, traditional teaching systems where students with dyslexia do not receive support for their needs but instead are forced to adapt to inflexible teaching methods, may lead to increased difficulties in the reading and writing process.

4 Discussion

M-learning facilitates the construction of knowledge, the resolution of learning problems and the development of skills [8]; mobile devices within the educational field stand out when used in the teaching-learning process, where students construct their knowledge interactively [11]; mobile technology promotes accessibility to education and motivates individualized learning [13]; mobile learning is a didactic strategy that contributes to the teaching of students, works in accordance with the requirements of students, and enriches the process in a dynamic and innovative way [14].

[15] Mobile learning provides autonomy thanks to portability and improves academic performance; [16] it is necessary to create a plan describing school activities to be undertaken and the technological resources to be employed; [17] when using technology in the completion of homework, students are motivated and spend more time studying.

[18] The planning of activities builds meaningful learning in students, being that the use of a didactic and technological resource helps in the learning process.

Educational psychology is a branch of psychology responsible for studying human learning specifically in educational institutions, through detailed analysis of how to learn and teach in order to find effectiveness in the processes performed by students [19].
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Abstract. In the last decades the Higher Education Institutions (HEI) have been faced with new challenges, requiring profound changes in their internal and external processes. The HEI have handled this new reality by means of the dematerialization of those processes. Thus, capable Information Systems (IS) are required to support such complex processes. Another aspect is related with the lack of standardization in the HEI’s academic management processes, each HEI works according to its own internal regulations, putting a strong barrier for the adoption of standard packages of software, as happens in enterprises with the ERP. These two factors combined, turns the work of IT managers very difficult in terms of management and knowing how really the IS is capable of support those HEI’s processes.

In the education sector, the Maturity Models (MM) have been used to evaluate HEI in several dimensions, such as ICT, management, process management, course curricula, course/HEI accreditation, e/m-learning, online courses and pedagogical strategies. Based on the guidelines of a methodology for a systematic literature review, the MM of different subareas of education were identified and categorized in a previous paper. In the present paper, we perform a comparative study of those MM previously identified in the scope of our research, the HEI.

Keywords: Stages of growth · Maturity models · Higher Education Institutions · Education information systems · Management

1 Introduction

In the last decades, we have seen many changes in the HEI. In the past, higher education was much restricted in terms of capacity of students. The massification of this kind of education, puts HEI under enormous pressure for providing the required and capable means. In addition, the new teaching paradigms (Bologna Treaty), the new perspective of the student as a “costumer”, the opening of universities to enterprises, in terms of knowledge transference, the HEI rankings and HEI competition, forced the
HEI to reinvent higher education and adopt agile management methodologies, in order to be capable of adapting to the constant environment changes.

The Information Systems (IS) are the primarily weapon that HEI have used, performing the desmaterialization of processes that involve entire internal academic community (students, teachers, staff and managers), as well as other external institutions in the educational and others sectors. Todays HEI have Information Ecosystems (IE) composed by a large spectrum of platforms, such as: Academic Management ERP, Financial ERP, Student Relationship Management (SRM), Learning Management System (LMS), Content Management Systems (CMS), Survey tools, Business Intelligence (BI), Current Research Information System (CRIS) and repository of publications, among many others. Due to this scenario, HEI must have an integrated vision of all these individual platforms as a unique information system capable of supporting their transversal organizational processes.

Another aspect is related with the lack of standardization in the HEI’s academic management processes, each HEI works according to its own internal regulations, putting a strong barrier for the adoption of standard packages of software, as happens in the enterprises with the ERP. Fortunately, nowadays in some areas some commercial and open source products are a de facto standard, the Moodle (https://moodle.org) is a good example. Some initiatives for HEI interoperability [1] and online services such as ORCID make visible the will to change this scenario, by the need of unified processes among HEI.

Managing such complex ecosystems of platforms and processes, requires powerful tools to evaluate and guide HEI in terms of capability to support these organizational processes and high level of IS integration. Thus, we started our research work in the scope of MM of those Information Ecosystems.

In a previous work [2], a literature review was done, in order to find any eventual gap on the existing models of maturity. Aiming to conduct a comprehensive and wide literature review, it was necessary to define a strategy [3] in order to identify and analyse systematically the available literature on MM of education IST. This literature review carried out [2], was based on the strategies of Webster and Watson [4] and Tranfield et al. [5]. Due to space restrictions, here we cannot discuss the methodology that we applied. In [2] we detailed present that literature review methodology.

After following that systematic methodology of literature review, we consider a few set of research works that we consider as related with ours. Giving continuity to this previous work, in this paper we perform a comparative study of those MM that were identified.

In the next section, is presented a brief overview of the MM in IS area (second section). Then, in the third section we discuss each one of the identified MM, performing a comparative approach. We finish this paper presenting a summary and the closing remarks.

2 Maturity Models in IST Management

The MM are available to respond to many different challenges. These models provide information for organizations to address the problems and challenges in a structured way, providing both a reference point to assess the capabilities as a roadmap
for improving [6]. In other words, the MM offer an orientation through an evolutionary process, incorporating the procedures for improving activities [7].

Various MM have been proposed over time, both for the development of individuals and for the general evolution of organizations or the particular evolution of the IS management function. These models mainly differ in terms of a number of stages, variables of evolution and focus areas [7–9]. Each of these models identifies certain characteristics that specifically define the objectives of the next stage of growth. These types of models can be applied situationally within education in order to strategically planning for IST maturation, based on the degree of alignment between the educational organization (e.g. HEI) strategy and the selected growth path, as well as associated investments and improvement activities.

3 Results and Comparison

As a result of the previous work of literature review, it was found that the MM for education IST are developed involving different types of entities, including national and international education companies, research organizations as well as academic experts in this domain.

It was also found that there are two approaches: in one hand, the highly specialized models that have focused in one education subsystem and on the other hand, the more comprehensive models, i.e. models representing the educational institution IS as a whole. Also, it was found that most of the analysed MM does not disclose the design process nor the research options for development and validation, thus compromising the researcher work.

Within the HEI IST domain, which is the main focus of our research, several MM have been proposed, although these models are still at an early stage of development. These models have an important focus on the management of IS of an educational institution, either in a global perspective or by defining one of its dimensions. Thus, in our literature review we considered five MM which are described below. Regarding the number of maturity stages, there are models from 3 stages as the case of eQETIC [10] up to 8 stages (ICTMMEI-DV [11]). It is precisely these two that are not based on the CMM [12], while the remaining three have this model as reference.

They all suggest attributes that the organization should possess to be positioned at each stage. However, most IST MM do not explicitly identify any assessment tool. Only the ICTE-MM provide a tool to assess the fulfillment of requirements, to effectively place an organization in a certain level.

Next, a brief description will be made about each maturity models, whereas in Table 1, synthesizes strengths and weaknesses of all these maturity models, and identifies some gaps in implementation at an HEI.

Maturity Model for ICT in School Education (ICTE-MM) [13]: The ICTE-MM has three elements supporting educational processes: information criteria, ICT resources, and leverage domains. Changing the traditional and exclusive focus on ICT, five leverage domains are defined: Infrastructure, Educational Management, Administrators, Teachers and Students.
Despite its large spectrum of coverage, this MM does not explicitly considers issues such as business process definition/documentation and IS capability for supporting such processes. This is a MM based on international standards for assessing the school’s development regarding to the use of ICT and not a MM for accessing the IS capability for supporting the school’s management and teaching/learning processes. Issues like software for academic management, financial management and teaching/learning process management are superficially approached, applying only three variables, as well as in School Management, by means of six Critical Variables, none of them covering the business process definition. We consider that there are other missing Critical Variables which are fundamental to achieve a more comprehensive MM for accessing the use of ICT in schools. Additionally, this is a generic MM for school educational processes not focused in HEI.

**Capability Maturity Model for Quality Education (CMM-QE) [14]:** CMM-QE is a framework for quality education assessment and process improvement with five maturity levels. The CMM-QE evaluates the Education system engineering process from the multi perspectives of academic, infrastructure, administration, facilities etc. CMM-QE use critical factors (Key Indicators) to be quantified to assess the maturity level of the Educational institutions.

Despite those authors’ goals, the proposed MM is not clearly presented. Although a number of variables grouped in four measurement models covering several areas of the educational institution is referred, none of them have a concise and systematic description. Only an apparently unordered and unrelated list of characteristics is presented. In our point of view, this missing systematization of the assessed attributes compromises the reader’s full understanding regarding the proposed authors’ framework, as well as its applicability in the real world practice. This lack in the description of the CMM-QE, is not compensated with any previous work presenting the authors’ framework. As far as we know, this model was not adopted in subsequent studies and the academic community has not significantly referenced it.

**Online Course Quality Maturity Model Based on Evening University and Correspondence Education (OCQMM) [15]:** This model, proposes to assess the quality of online courses in Evening University and Correspondence Education. OCQMM can guide the institutions that engaged in adult education to meliorate the implementary process, so that the implementation quality of online course will be improved. OCQMM divided online courses quality maturity in evening university and correspondence education into four maturity evolving ladder levels, each low-level is a basis that achieve a higher level.

We consider the proposed MM sufficiently comprehensive in terms of key areas, addressing relevant quality issues of online courses. However, there are important missing issues such as teacher motivation and pedagogical practices that are not considered. More important, we also consider insufficient the level of detail in which the six key process areas are described, making very difficult to replicate the authors’ experience of testing the proposed MM in other institutions. This limitation is not mitigated by means of any other previous publication where the authors sufficiently present their model. Regarding the model systematization, the authors do not provide any methodology or analytic methods for determining the school’s maturity level in
**Table 1.** Strengths and weaknesses of maturity models for HEIs’ ISTs

<table>
<thead>
<tr>
<th>MM</th>
<th>Strengths</th>
<th>Weaknesses</th>
<th>Gaps in HEIs</th>
</tr>
</thead>
</table>
| ICTE-MM  | • Involves the entire academic community (in terms of vision, digital literacy and efficiency of use of ICT)  
           | • Based on International standards  
           | • Adopts a web support tool to perform automatic maturity evaluation  
           | • Based on a known and established reference model such as CMMI  
           | • Suggests critical variables (and weights) for a key domain to be positioned at a specific maturity level | • Considers neither the business process definition nor documentation in any of the dimensions or variables  
           |                                                                                                      | • Does not adopt a known methodology for the development of the maturity model                          | • Focused on the use of ICT, not access to IST capability in supporting the institution’s business process  
           |                                                                                                      |                                                                                                       | • Generic maturity model for school educational processes, thus not focused on HEIs                   |
| CMM-QE   | • Presents a methodology for modelling the relationships between latent variables  
           | • The model uses critical factors (key indicators) to be quantified in order to assess the maturity level of educational institutions  
           | • Based on a known and established reference model such as CMM |                                                                                                      |                                                                                                       |                                                                                                       |                                                                                                       | • Generic maturity model for school educational processes, thus not focused on HEIs                   |
| OCQMM    | • In particular, the context of online courses and correspondence education is comprehensive in terms of key areas  
           | • Based on a known and established reference model such as CMM | • Insufficient level of detail in terms of how the six key process areas are discussed  
           |                                                                                                      |                                                                                                       | • Despite being a model for course quality, it does not consider facilities for students, administrative support or other specific IS aspects of HEIs in their successful pursuit of their mission and duties |

(continued)
<table>
<thead>
<tr>
<th>MM</th>
<th>Strengths</th>
<th>Weaknesses</th>
<th>Gaps in HEIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICTMMEI-DV</td>
<td>• Based on International standards</td>
<td>• Not adapted for developed countries</td>
<td>• Strictly focused on ICT</td>
</tr>
<tr>
<td></td>
<td>• The model is intended to be prescriptive, advocating best practice in ICT infrastructure development in an education institution</td>
<td>• Does not present process areas and maturity practices that encompass the various entities</td>
<td>• Issues related to management process definition and other relevant aspects of ISs are not considered</td>
</tr>
<tr>
<td></td>
<td>• Improvement is obtained in a staged and progressive way</td>
<td>• Does not provide an automatic maturity evaluation tool</td>
<td>• Despite HEIs being the subject of this model, it is aligned with primary educational levels and not well suited for HEIs</td>
</tr>
<tr>
<td></td>
<td>• Suggests attributes for an entity to be positioned at a specific maturity level</td>
<td>• Does not adopt a known methodology for the development of the maturity model</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• The model has not yet been fully validated</td>
<td>• The model has not yet been fully validated</td>
<td></td>
</tr>
<tr>
<td>eQETIC</td>
<td>• Based on international standards, as well as other research works and frameworks issued by associations and governments</td>
<td>• Does not provide an automatic maturity evaluation tool</td>
<td>• Despite being a model for digital educational solutions, it does not consider blended learning and traditional face-to-face teaching, nor facilities for students, administrative support or other specific IS aspects of HEIs in successful pursuit of their mission and duties</td>
</tr>
<tr>
<td></td>
<td>• In particular, the context of online education is comprehensive in terms of key areas</td>
<td>• Does not adopt a known methodology for the development of the maturity model</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• The model structure is defined, as well as its mode of application</td>
<td>• The model has not yet been fully validated, as it has only been developed in the course of exploratory research</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Considers the principles of continuous process improvement</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Suggests implementation rules for an entity to be positioned in a specific maturity level</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
each key process area. Either they provide a way for determining the maturity level of an online course or the school as a whole.

**Maturity Model for ICT in Educational Institutions in Developing Countries (ICTMMEI-DV) [11]:** This proposal aims to provide guidance for ICT infrastructure planning and to create a reference model to the necessary development phases for the efficient use of these resources. The model defines the ICT infrastructure resource levels required to achieve primary organizational objectives expressed in the form of student learning outcomes. The levels in this model show management, teaching and technical staff, as well as donors how to make most efficient use of ICT resources by maximizing opportunities for student learning.

Despite the lack of discussion regarding those three important levels, we can conclude that this MM is strictly focused on ICT. Issues related to management process definition and other relevant aspects of IS are not considered in this model. This MM was specially designed for education institutions of developing countries, in which the resources are very limited. Such context, is very different from the ones that exist in developed countries, making this MM not well suited for institutions in these countries. Additionally, this model intends to cover a broad type of educational levels, which have distinct educational goals. In our opinion, the author’s proposal is aligned with primary educational levels, and not well suited for HEI.

**eQETIC: A Maturity Model for Online Education [10]:** This is a model capable of supporting steps that guide the planning, development, and maintenance of digital educational solutions. eQETIC model follows a continuous process improvement approach, whereas the implementation of processes in a developer organization of these types of solutions favours the development lifecycle and the quality of these solutions. The model allows the organization to implement the processes belonging to each level at a given time, and these levels and processes are organized in six common entities.

This model is focused on the quality of the product development process, including the learning process, the environment and aspects that condition the success of the education institution in terms of quality of the specific scope of solutions (distance education, e-learning and learning objects). Despite being a comprehensive model on such type of solutions, it does not consider other types of teaching such as blended learning and traditional face-to-face teaching, as well as facilities for students, administrative support, or other specific IS aspects of HEI in their full achievement of mission and duties.

### 4 Summary and Closing Remarks

In this paper we continue the exploratory phase of our work in order to identify and classify the existing MM focused on the evaluation of the IS capability to support the HEI’s processes. As starting point, we consider the MM identified in a previous work based on a systematic literature review. You should notice that these MM are a sub set of those MM, which are focused on the ICT and IS dimensions of HEI.

Most of these studied models are still in an early development stage and in a premature phase of affirmation and consolidation, being proposed by their authors
through exploratory studies. In fact, few of the identified models are adopted in a large scale, nor are significantly referenced by the academic community. Additionally, most of these models are not sufficiently explicit in the way they were developed and validated, and especially because they are poorly detailed, they do not provide tools to determine the maturity stage nor structure the characteristics of maturity stages. In the case of the adoption of a tool for assessing the system’s maturity, it was found that most of the models, besides focusing on the assessment of the system’s maturity, pay attention to an improvement path of such maturity. However, not all have a properly systematized process to move to a higher maturity level. Also, the authors did not apply weights to each of the influencing factors (or dimensions), that is, in the assessing process of the overall maturity of education IST, all influencing factors have the same importance. Based on the analysis, it was possible to verify that no model was developed based on the guidelines of the development methodologies of MM [16–18].

Additionally, these studied MM are very focused in technology itself and not in its capability of supporting todays HEI (as well as other types of Educational Institutions), in their challenges: dynamic and agile management, new teaching strategies, flexible formative portfolio and knowledge management. We are convicted that all the remainder dimensions in HEI can benefit if their Information Ecosystem stays optimized.

As a result of this study, as far as we know, none of the identified models has a sufficiently focused on the capability of the IS support complex, diversified, interoperable and dynamic organizational processes of HEI. In this perspective, a new model to fill the gap should be designed. This new model, should include the main influence factors with different weights depending on their relative importance and its development should be supported by rigorous scientific methods of conceptualization and validation. This model should also identify the IST key strategical areas of HEI and apply international standards for management of IST and HEI as well. Such MM will enable the evaluation of the HEI, in terms of their practices and strategies of IST, for supporting their institutional processes at all levels: organisational strategies, management, operative management, teaching and research. Thus, it empowers the capabilities of the HEI and its human capital (administrators, staff, teachers and students).
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Abstract. The paper is devoted to the problem of automatic generating of tests based on the natural language texts. The methods of generating natural language questions are considered. The domain model presented in the form of a denotatum graph and the experiments verifying the model are described. The program algorithm for generating tests based on the texts in natural language and pseudocode are given. The analysis of the results of this program and the main shortcomings are demonstrated. The algorithm of the program “finalization” using n-grams and the search of associative connections and its pseudocode are shown. The test generated as a result of the algorithm usage is presented.
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1 Introduction

Automatic test generation is one of the areas of applied computational linguistics, which is developing quite rapidly. In addition to the tasks related to the simplification of the educational process, the applications developed for automatic generating of tests based on natural language texts are oriented to the problems of processing of such texts and carrying out its complete analysis. The difficulties that arise in the development of such analysis are caused by the fact that in practice not all the formulated requirements are realized. The complexity of parsing and the complexity of creating an expert knowledge base, reflecting a full scale model of the real world are the main problems in automatic text processing [1].

The idea of creating applications for automatic generation of tests based on natural language arose in the course of the work on the project aimed to the development of the model of the text denotative analysis. The result of this analysis must be so-called denotatum graph reflecting the structure of the text content. The process of constructing such a graph includes extraction of language units from the text, referring to denotata and their relations. At the stage of this model verification it was necessary to check the correctness of information in the standard denotatum graph. The problem of adequate representation of a domain model in the form of denotatum graph is that the main process of the graph formation is the understanding of the basic content [2].
1.1 Verification of Domain Model

The problem of adequacy can be resolved if we can prove the unambiguity and the cohesion of the domain model, presented in the form of a denotatum graph. In order to verify the model against these criteria, on the basis of denotatum graph, you can use testing methods similar to the approach used in educational programs. It was suggested to the selected working group to answer the test and the answers to the questions of the text had to be based only on the data presented in the graph, not based on our own experience and knowledge. Then, the same test was solved automatically on the basis of denotative model. In result it was found out that if a test question is formulated correctly and the description of the domain model corresponds to the test, an intelligent system builds a chain of reasoning that is quite similar to the logical reasoning of a man. Moreover, the system answers correlate with the answers of the control group.

The final stage of verification of a domain model is to create a program which will generate a test based on the analysis of a natural language text. This method of checking the model adequacy will help to define how semantically correctly built the relationships between denotata and whether it is possible to generate the correct person-oriented statements on its basis. The result can also be active dialogue system that can not only answer questions but ask them as well.

1.2 Methods of Automatic Test Generation

The attempt to solve the problem of test generation based on natural language texts is not new. There are many methods for generating test questions. For example, Tarasenko [3] gives a comparative analysis of the main methods of generating test questions. These methods are the following: (1) on the basis of trees AND/OR templates, (2) by rebuilding sentences and (3) on the basis of a text corpus. As a result of simple comparison of methods according to a number of criteria, it was concluded that for the compilation of complex questions it is advisable to use the method of generating tree-based AND/OR. This method is good because it does not depend on the form of presentation and the volume of generated text and gives you the opportunity to generate questions for almost any part of the sentence. In order to diversify the forms of questions a method based on trees AND/OR needs to be combined with the method of using templates, which will increase the final number of questions. Several methods of generating test questions are given in the article by Balashova [4]. One of those ways is the generation based on formal grammars, the essence of which is to select a random output in the grammar and use it to generate mathematical tests and tests of general intelligence. Another way is based on the generation of semantic networks, which have become the basis for the program described above, in the experiment on verification of a domain model and for creation of a test generation program.

2 The Denotatum Graph as a Domain Model

The denotatum graph reflecting the hierarchical model of denotata and their relations, which corresponds with the model of a fragment of the real situation, was used as the domain model. The method of constructing such a graph was developed by Novikov [5]. The domain model based on denotatum graph is presented by the “denotatum pairs” – the
“denotatum-relation-denotatum” chains. And the attribute “weight of connection” characterizing the “importance” of connections is used in this model [6]. The authors have built a test graph of domain model “Artificial intelligence”, based on the domain model thesaurus and literature on the chosen topic, a fragment of which is shown on Fig. 1.

![Fig. 1. Denotatum graph fragment of the domain model “Artificial intelligence”.

The model includes 40 denotatum pairs. Of course, this number of terms is not enough to describe the chosen domain model, but it is enough for testing a software model. “Understanding” of the domain model includes not only revealing of its basic terms and searching for their equivalents in thesaurus, but also revealing and fixing the connections between these concepts, and applying these relationships to build the “denotatum-relation-denotatum” chains [7].

2.1 The Algorithm for Generating Test Programs

The program of natural-language text processing and generating the text on the basis of test questions will help to test the adequacy of the constructed graph. The algorithm of this program is described by a set of functions. These functions describe how to load the program, which is written in advance on the basis of the reference/standard graph of the knowledge base, to generate test questions, to generate answers and to output a structured test. The basic functions of the program are the generation of a question and an answer. Function generate_question searches in the knowledge model for a match with Eq. (1):

$$T = (W^q, \ldots, W^n, D^1, \ldots, D^m)$$

where $W^q$—question words, $D^j$—denotata that can participate in the question, $T$—a tuple of values, i.e. the question must begin with the word $W^q$. 

The function extracts the first denotatum, then moves the graph up to the level above and extracts the “root” denotatum for an already extracted one and then puts them in the right place in a pre-defined structure. The pseudocode of question generation function is presented in Program Listing 1.

```python
def generate_question(den, relations, template):
    denotats = [den]
    for den1, rel, den2 in kb.keys():
        if den2 == den and
        rel in relations and
        kb[(den1, rel, den2)]:
            denotats.add(den1
    return tokenize(denotats, template)
```

Function generate_answers is divided into two parts. The first part is the correct answer to the question. To do this, firstly the set of correct answers, that must be found in the knowledge base, is given. Then searching for a match in the knowledge base with the generated question in the first denotatum and relationship is taking place. If more mathes than one are found, only the first one remains and the rest are removed. The second part of the function describes the algorithm of searching for the “wrong” answers. The difference between the second part of the function and the first part is that the matching in the knowledge base occurs at the match of relations between denotata and the mismatch between the initial (first) denotatum. The pseudo code of generation function is shown in Program Listing 2.

```python
def generate_answers(den1, rel, den2, n_incorrect,
        n_correct):
    var = 'а', res = {}, keys_to_delete = []
    for i in range(n_correct):
        correct = []
        for d1, r, d2 in kb.keys():
            if d1 == den1 and r == rel and kb[(d1, r,
                d2)]:
                correct += [d2], keys_to_delete += [(d1,
                    r, d2)]
                res.update({var:{"is_correct":1, "text":
                    correct}})
                var = chr(ord(var)+1)
    incorrect = [], need_to_generate =
        for d1, r, d2 in kb.keys():
            if d1 != den1 and r == rel and kb[(d1, r,
                d2)]:
                incorrect += [d2]
                if randint(2,4):
                    res.update({var:{"is_correct":0, "text":
                        incorrect}})
                var = chr(ord(var)+1)
                incorrect = []
                need_to_generate -= 1
    del(keys_to_delete)
    return res
```
Loading the knowledge base into the program and output of structured text are performed by standard means of the language Python [8] and Json [9] respectively.

The output filtering based on n-grams is implemented to eliminate lexical and grammatical inaccuracies (the names of denotata, not grammatically corrected, are displayed?). The denotata that make up the question (interrogative words are also considered as denotata) of the generated question are searched for in the model. The comparison allows to find all the duplicates and those that meet the requirements of answer generating are included in the output. The search algorithm for n-grams is presented in pseudocode in Program Listing 3.

```python
def ngramm_sentence(tokens, model):
    t0, t1 = sentence_beak, used = [], phrase = '', i = 0
    while True:
        t0, t1 = t1, find_pair(model, t0, t1, tokens[i], used)
        i += 1
        if t1 == end_phrase or not t1: break
        if t1 in delimiters or t0 == end_phrase:
            phrase += t1
        else:
            phrase += space + t1
            used += [t1]
    return phrase.
```

For correct operation a well-trained model of n-grams is required. This will not only increase the number of generated questions, but also give a resource for generating linguistically correct sentences that, in fact, is the purpose of the created program. For this we have developed a module, which according to a request based on a specific concept, traverses recursively encyclopedia (for example wiki) and generates the corpus, in which it puts all the texts found and associated with the entered word. The module operation is organized with the help of libraries Pymystem3 [10] and Rutrmextract [11].

3 The Results of Testing of the Source Code

Having realized all the described above functions, we launch control testing program [12]. The output is automatically generated, structured test consisting of questions drawn up based on the model of the domain model “Artificial intelligence”. Due to the using of search according to trained n-grams, the questions in this text represent a linguistically correct sentences (see Table 1). An example of the test generated by software model, see in Applications.

As you can see, this model successfully performed a semantically correct transformation “[‘chto’, ‘takoe’, ‘prolog’]” → “chto predstavlyaet soboj prolog?”
Table 1. The tuple of denotata names and the texts that correspond with them.

<table>
<thead>
<tr>
<th>№</th>
<th>The tuple of denotations, see (1), Russian</th>
<th>Question, Russian</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>['чтo', ‘вклjучaет’, ‘двоичнyй’, ‘код’]</td>
<td>чтo вклjучaет в сeбy двоичнyй кoд?</td>
<td>what includes binary code in itself?</td>
</tr>
<tr>
<td>2</td>
<td>['чтo', ‘вклjучaет’, ‘блyк-шyма’]</td>
<td>чтo вклjучaет в сeбy блyк-шyма?</td>
<td>what is included in the block diagram?</td>
</tr>
<tr>
<td>3</td>
<td>['чтo', ‘такyе’, ‘пролог’]</td>
<td>чтo пepдстaвлjяет сoбoй пролог?</td>
<td>what the prolog is?</td>
</tr>
<tr>
<td>4</td>
<td>['чтo', ‘вклjучaет’, ‘нeppepyнyй’, ‘физичeскyй’, ‘величинa’]</td>
<td>чтo вклjучaет в сeбy нeppepyннy физичeскyя величинa?</td>
<td>what includes the continuous physical quantity?</td>
</tr>
</tbody>
</table>

Questions, generated by model (russian), correct answer marked with 1:
(1) чтo вклjучaет в сeбy нeppepyннy физичeскyя величинa?
   (a) signal, 1
   (b) svjazannyj blok, 0
   (v) dannye, 0
   (g) chelovekooorientirovannyj jazyk, 0
(2) чтo вклjучaет в сeбy блyк-шyма?
   (a) svjazannye bloki, 1
   (b) dannye, 0
   (v) chelovekooorientirovannyj jazyk, 0
   (g) estestvennyj jazyk, 0
   (d) dannye, 0
(3) чтo вклjучaет в сeбy сyнaл, kak jelement дyйчнoгo кoдa?
   (a) dannye, 1
   (b) chelovekooorientirovannyj jazyk, 0
   (v) estestvennyj jazyk, 0
   (4) чтo вклjучaет в сeбy псeвdокoд?
   (a) chelovekooorientirovannyj jazyk, 1
   (b) estestvennyj jazyk, 0
   (v) dannye, 0
   (g) signal, 0

Definitely, the creation of a domain model is a fundamental task for application creation. We are at the start of the denotative analysis study as a method of constructing a software model of the domain model. We have discovered that correct formulation of the problem makes possible to ‘force’ an intellectual system to construct linguistically correct chains (sentences). Further research in this area could lead to the creation (appearing) of a new way of constructing models of domains based on denotative analysis of a domain model.

Acknowledgments. This paper is prepared within work of the grant RFFI № 17-47-590128.
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Abstract. Data literacy can be defined as a compound competence consisting of some level of competence in statistics, data visualization and more generic competencies in problem-solving using different data. Data literacy is closely related to data science but differs in the level of competence. While data science is a specific domain for trained specialists, data literacy is suggested as a central element in education preparing all young people to become citizens in an information society. In presenting two exemplars of resources and practices that both rely on and foster the attainment of data literacy it is proposed that data literacy is best defined as a compound competence that first and foremost can be ascribed to a community of practice rather than the single individual. The definition, therefore, calls for new and further interdisciplinary collaboration that integrates different competencies and levels of skill.
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1 Defining Data Science

The current development towards a more ‘data-driven society’ [17] and the proliferation of ‘datafication’ [16] whereby phenomena in nature and society are increasingly quantified with the goal of gaining new insights through data analysis pose a societal challenge [2]. Datafication and the growing volume of publicly available data on the internet is in part the result of our extensive use of digital technologies which is accompanied with both positive and negative consequences [19]. On the one hand datafication have the potential to help in our transition to a more sustainable future [20] but there is also the risk that data can be used against weak citizens [11] or as means of unwanted electronic evaluations and surveillance [15]. These developments open up the question of which competences are necessary for active citizenship in a society where data is central in both individual and collective decisions making. Figure 1 shows the composition of competences involved in practices of data science according to Conway [6].

The figure that is composed like a Venn-diagram also shows the compound character of data science that emerges in the overlapping between Hacking Skills, understood as e.g. being able to manipulate text files at the command-line, understand vectorized operations, thinking in algorithms etc., Math & Statistics Knowledge which includes the ability to apply appropriate math and statistics methods e.g. being familiar with descriptive statistics and regression analysis and being able to interpret the results,
and Substantive expertise which covers the traditional researchers ability to motivate questions and generate hypotheses. The combination of hacking skills with knowledge of math and statistics gives machine learning, but it is not data science. Data science also involves inquiry and discovery through means of posing questions about the world in such a way as to enable testing them empirically using math and statistics. This is where much traditional research takes place unfortunately without giving much attention or credence to understanding technology. The overlap between skills and expertise is the most problematic area. It is populated with people that are capable of extracting data, run a linear regression and report the coefficients without understanding what they mean and how to rightfully interpret them. They can produce seemingly legitimate reports that can be used to manipulate or willfully misled. They know enough to be dangerous. One way of counterbalancing this danger and at the same time promoting productive knowledge building is to develop and foster data literacy [6].

2 From Data Science to Data Literacy

It is important to distinguish between data science and data literacy. Data science is the domain of specialists that require extensive training and education. Data literacy on the other hand is a compound competence that involves coming to know about data science and being able to utilize that knowledge in action. Data literacy has been succinctly defined as “the ability of non-specialists to make use of data” [9]. The practices and tools of data literacy are changing at a fast pace, thereby making data literacy into one of the ‘literacies of the digital’ that require lifelong competence development [13]. More specific definitions of data literacy that have been used as basis for educational
intervention range from focusing on skills in statistics and data visualization to more general dispositions and competences in analyzing and solving problems with the help of data. We adopt this more encompassing definition, involving a combination of skills in relation to real world problem-solving and an ethical stance (see Fig. 2) [26].

The importance of data literacy for employability and active citizenship has been suggested by a number of meta-studies [1, 18] and courses aimed at acquiring data literacy is already being implemented in new interdisciplinary curricula, for example as core subject in the Bachelor of Arts and Sciences at UCL in London [23]. Educational reform and innovation has a key role to play in bringing data literacy to the broad educated population across disciplines and curricula.

Furthermore, data literacy is more than an approach to fostering individual learning. As we discuss below, integrating the competencies of people with different areas of expertise lies at the core of real world problem-solving practices. To this purpose, we propose two cases of practice in ‘community informatics’ [11] aimed at expanding data literacy within a community that may serve as exemplars of real world problem-solving contexts that highlights the compound character of data literacy.

3 Cases

In the following we present two exemplars—that is excellent examples—of real world contexts that serves as an empirical basis for the definition of data literacy as a compound competence of a community of practice [25]. The cases also serve as possible contexts for raising the level of data literacy in the general population and for constituting spaces for knowledge building and community building.

3.1 Case 1 – How Much Money Do Italians Spent on Slot Machines?

Slot machines account for over 50% of the money spent on legal gambling in Italy [22], where regulation of gambling is a recurring theme of public debate. Communities, through local administrators or grassroots organizations, routinely try to limit the diffusion of slot-machines through local regulations or boycotting campaigns. The debate on the issue is typically based on principles of freedom and economic interest vs. public health and less frequently on concrete data about the phenomenon. Italian national statistics institutions provide aggregated data on legal gambling [22] but local details about how much money was spent on slot-machines in a given town were not available, until the national tax agency was forced to release the data to a consortium of data-journalists under the ‘Freedom of Information Act’ issued in 2016 [4]. After overcoming considerable technical obstacles—the data were delivered as 10,000 pages in PDF format—the consortium eventually published an interactive web page [10] allowing users to find the number of slot machines and the average amount of money gambled for each Italian ‘comune’¹. Thanks to the web page it is possible to see local

¹ The ‘comune’ is the basic administrative unit in Italy ranging from cities to municipalities. In 2017 there was 7,978 units in Italy.
data for money spent per capita in slot machines and compare the data with other
comunes or nationwide.

For example, in 2015 Verbania, a town in Piedmont with 30,000 inhabitants, spent
€1,606 on slot machines per capita, equivalent to 8% of its taxable income per capita
(see graph in Fig. 3). The municipal administrators of Verbania had previously in vain
tried to limit the activity hours of slot machines [21]. The graph shows the relationship
between the average income per capita (horizontal axis) and the average amount used
on slot machines per capita (vertical axis) for all Italian municipalities (represented by
red crosses) in 2016. On average each Italian gamble 6% of his annual income in slot
machines. The graphs is divided the municipalities into four quadrants (gray lines): the
municipalities with the lowest per capita income with the lowest per capita play (“they
earn little and play a little”), those with lower income, but played higher (“they earn
little, but gamble a lot”), those with higher income and higher play (“they earn a lot
and gamble a lot”) and finally those with higher income, but gambled lower (“they earn a
lot, but gamble little”) [10].

The web page compares the figures for each town to national indicators and pro-
vides additional data about the destination of the money, of which approximately 70%
goes back to winners, 17% to the state, 6% to the shop-owner and 5% to the company
which owns the slot machine. Both the data on the individual comune as well as the
distribution of the money flow were little known to the larger public.

In the wake of this investigation, many local newspapers produced articles to help
make sense of the data. For example, high values may not be meaningful for places
which are popular tourist destinations, while in other contexts much lower values do
reflect serious social problems. At a more general level, the investigation has raised the
level of the public awareness and instigated public discussion to include facts on which
all actors are now forced to agree (although these same facts do not by any means
dictate a solution). The investigation was made possible because of the convergent
effort of people with different backgrounds and competencies, from legal matters to
data acquisition, data analysis, data visualization, web publishing and, ultimately,
traditional writing. These competences can flourish in contexts where data journalism meets ‘community informatics’ [11], often referred to as ‘civic tech’ [7].

3.2 Case 2 – Civic Data Hackathons for Non-profit Organizations

‘Hackathons’ or ‘hacking-marathons’ are events in which a group of computer programmers engage in a coordinated effort at producing code for a project, which can be related to a technology or to a cause (e.g., developing apps to help people with a specific disability). For example, hackathons have been a way of mobilizing the competences of developers in the early days of data journalism [24].

‘Civic data hackathons’ (e.g. DataKind2 and Open Data Day3) are hackathon-type events that bring together non-profit organizations (henceforth, NPOs) and ‘data volunteers’ with the goal of performing collaborative analyses of data that support data-driven decisions or better understanding of civic issues [5]. Members of NPOs typically possess a deep understanding of their domain-specific context and content but may lack expertise in data analysis and the resources necessary for hiring external data experts. Civic data hackathons constitute promising contexts for integrating the expertise of NPOs with data experts, but at least in the practices observed by Chou, Li & Sridharan

---

2 http://www.datakind.org/.
3 http://opendataday.org/.
collaborative data analysis did not proceed beyond an initial, exploratory stage because the experts in the domain could not sufficiently grasp the methods applied by data experts.

Hou & Wang [12] have reported on two civic data hackathons organized by graduate students at Michigan University and involving 9 NPOs and 40 data volunteers. The problem of connecting different communities of practice was addressed by organizing groups of ‘knowledge brokers’ [17, 25] with the role of serving as bridges between NPOs and data expert by facilitating translation, coordination, and alignment between perspectives of the two groups and matching the various competencies of data volunteers with the needs of the NPOs. Knowledge brokers strived to keep the focus on actionable collaborative analysis but had to mediate between the dual goals of civic data hackathons, that is to develop actionable knowledge for the NPOs and to improve data literacy in the community [12, 14].

4 Discussion

Both the investigation on slot machines in Italy and the civic data hackathons describe practices in which heterogeneous groups that to a varying degree connect with core competencies in data science have addressed complex real-world issues through collaborative inquiry. In both cases, the notion of data literacy emerges “as a property of a community as opposed to an individual, with members of the community making different contributions” [26]. None of the two cases involves formal learning, although civic data hackathons are indeed organized by universities, while investigative data journalism can be an ideal partner for ‘connected curricula’ at universities that see themselves as ‘facilitators of community-based learning’ [8]. Both cases also highlight the initial interdependence of the different participants in solving complex issues and the need for someone to act as ‘knowledge brokers’ in order to attain the dual goal of knowledge building and community building.

5 Conclusion and Future Work

Major universities primarily in the US and UK are offering courses in various branches of data science on the Coursera platform for MOOCs4. Google has made freely available advanced tools and computational power for experimenting with data science. With universities and corporate research institutions investing heavily in developing study degrees and online learning resources for educating data scientists the need and demand for specialists in data science is being addressed. But the expanding role of data and data science in society also highlights a need for educating citizens who are not meant to become specialists, but should become able to connect to methods, tools and results of data science. For example, professionals such as journalists, business

4 https://www.coursera.org/browse/data-science.
employees or members of NPO’s who need to understand data and analyses, or teachers who wish to integrate data-based reasoning in their disciplines.

To encompass data literacy in education will in many cases result in the teachers working at the boundaries of their competences and sometimes beyond. Therefore, it is important for the members in the communities of practice to support each other through e.g. supervision and peer learning [3]. Also, in an educational context it can be productive and practical to view data literacy as a compound competence not just in relation to the individual domains of skill but also in relation to the heterogenous social composition of the group that as a whole may possess data literacy. In the context of learning it is therefore important focus on the compound character and to choose interdisciplinary issues that in a substantial way rely on multiple competences.
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Abstract. The paper is devoted to the disclosure of the particularities of teaching languages in a multicultural context, as well as the implementation of a culture dialogue on the example of foreign language classes in Russian and Belgian educational institutions. We present two youth novels and three tasks in the reading activity. Based on these tasks, an educational experiment was realised in four classes with Belgian, Slovak and Russian students and teachers. Relationship between the overall understanding of each novels and teaching practice of three teachers (Russian, Slovak and Belgian) is presented in this article. Through the analysis of reflexive pause booklets and questionnaires completed by the learners, we were able to see that the instruments developed and applied by the teacher at each stage of the process of knowledge mediation (epistemic, heuristic, pragmatic) helped students readers to acquire autonomy in reading, provided they become aware of the usefulness of the proposed device. The terms “multicultural education”, “dialogism”, “cross-cultural competence”, “multiculturalism” are explained.
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1 Introduction

1.1 Teacher and Student: Mutual Influence

In the modern educational space, communication between students and teachers issued from different cultures becomes quite common in Russia and in Belgium. In this regard, there is an increased interest of researchers in the problems of multicultural education which realizes the mechanism of the dialogue of cultures. This problem has already been considered in our articles [8]; nevertheless, we would like to note similarities in the views of Russian and Belgian teachers-researchers.

The methodological basis of our research is the theory of multicultural education (E.R. Khakimov, A.V. Kolesnikov), the concept of dialogue culture (M.M. Bakhtin), as well as the theory of multiculturalism (M. Barre, P. Hadermann, L. Robert). In the context of the growth of cultural diversity and interaction, the Russian and Belgian educational systems need innovative methodological developments which determine the relevance of our article.
We recognize that the main goal of students is to learn to communicate in a foreign language, but it is impossible to deny that culture has its place in the foreign language classes. Being a teacher, we pinpoint one of the main tasks - to participate in the personal cultural enrichment of our students. This axiom is correct and independent of the teaching subject, but it is especially confirmed when a person studies in a foreign language class where he is directly connected to another culture, different from his own.

Indeed, the foreign language studying is also associated with the discovery of a new culture, different ways of life and ways of thinking. Thus, the integration of the cultural dimension with the language dimension allows learners to open up to other cultures and thereby contribute to more objective, more tolerant and more respectful perception of the realities. Consequently, students can challenge stereotypes and common features of the studied culture, guided by learned cultural elements (for example, lifestyle, habits, behavior).

In our daily teaching practice, we put emphasis on cultural links transmitted by the media language, advertising, as well as the most used phraseological units and everyday expressions that convey the brightness and value of the studying culture, so that students can interpret and use them for a better understanding of the foreign country and its language.

Agreeing with many academic researchers in this field [22], we affirm that culture is the support of the language and its important component, as it allows us to open new horizons and expand our thinking.

1.2 Students: Intercultural Mutual Enrichment

Teaching a foreign language for several years in a group consisting of students, speakers of different cultures (African, Asian, European, Arabic, Russian, etc.), we realize that in this process, the student’s personal culture interacts and interweaves with the culture of other students and with the culture of the studied language through our mediation. This fact also requires additional efforts from the teacher in organizing a meaningful aspect of the lesson, in holding a discussion/dialogue between representatives of different countries.

Thus, we agree with E.R. Khakimov who argues that the essence of multicultural education “is the combination of several cultural traditions in content, methods and organizational forms of education which leads to the recognition of cultural diversity as a social norm and personal value, as well as the appropriation of cultural and human images as a result of creative intercultural mutual enrichment” [20, p. 8].

We stressed in our previous articles [11] that multicultural education assumes the strengthening of the role of the educational moment in the learning process in terms of the formation of a value attitude to the cultural identity of one’s own and another’s country. The success of the implementation of the multicultural educational model depends largely on the readiness to recognize the multiculturalism of the modern world and to share cultural values; that requires an improvement in the quality of education in everyday pedagogical practice. Multicultural education involves the implementation of a dialogue of cultures in the learning process.
1.3 Training of Future School Teachers in Multi-cultural Context

The program-concept of communicative foreign language education “Development of individuality in the dialogue of cultures” [19] considers national and universal values as components of the educational aspect of foreign culture, along with the cognitive aspect.

Formation of universal values with preservation of national identity is considered in our article as a necessary condition for entering in the world educational space. Moreover, we find that students should be as familiar as possible with the culture of the studying language because “communication in a foreign language consists first in mastering of the language, and then in the ability to adapt the received language skills in situations of communication and in the contexts; these abilities are acquired through culture “[22]. Thus, we are really confronted with the fact that the linguistic and cultural elements are interrelated. So it is impossible to ignore the cultural aspect in the current process of teaching/learning a foreign language.

The success of a multicultural educational process is determined by the degree of formation of general cultural skills, which, along with cross-cultural competence, make up the pedagogical culture [5] of foreign language teachers. Sharing T.A. Kолосovskaya’s point of view, we consider the teacher’s cross-cultural competence as an integral quality of the individual, including knowledge of the comparison and adaptation of cultural differences and universals, the ability to retranslate an onather different culture “[5].

2 Cross-Cultural Skill: Theoretical Framework

The formed cross-cultural skill means “to be communicative, contact in various social groups, to realize the need to explore not only the cultural origins of representatives of different peoples, but also the specifics of the psychology of their personality, patterns of behavior manifested in conflict situations, as well as demographic characteristics and life experience” [5, p. 8].

The importance of developing a cross-cultural skill is also highlighted by foreign specialists of the learning/teaching of foreign languages. We equate the concept of “multiculturalism” [5], developed by M. Barré and his colleagues, to the concept of “cross-cultural competence”. They argue that the motivation for multiculturalism is important for learners studying a foreign language, both in their own country and in the language environment where they often experience the traditions and customs of a foreign country; this is also an inevitable aspect for any teacher who must be ready to “adapt to the sociocultural heterogeneity of students” [5, p. 19].

To help a teacher in this approach, the Belgian universities plan, in the process of preparing teachers, activities to develop a multicultural aspect. M. Barré and his colleagues present an interesting methodological suggestion, developed for future French foreign language teachers. This method consists of three steps that can be applied to the teaching of any language:

1. “to know oneself analyzing one’s perceptions”;
2. “to understand the value system and the world view of the Other”;
3. “learn to hold discussions in order to create a common intercultural platform” [5, p. 19].

**Belgian Experience.** In Belgian universities, for the mastery of this method, future teachers are encouraged to create a “journal of surprises” during the internship [5, p. 20], which reflects their positive and negative impressions of communication/teaching in a multicultural environment. These effects must be accompanied by self-reflective criticism, self-esteem in relation to another person.

The purpose of this methodological approach is to learn the teacher to digestion, to question his own pedagogical activity and, especially, “to analyze the elements, the impressions gathered by the reflexive approach” [5, p. 20] to develop and progress as a competent teacher in a multicultural interactive context.

We set up an educational experience to observe, in a communication process, the impact of teaching methods of reading on the reception and perception of novels by Belgian students, on the one hand, and Russian, Romanian and Slovak learners, on the other hand. We experimented with mediation instruments in five classes, with 62 students in total. We were able to validate our interfaces from the point of view of their use, to see that the observables collected were representative of students’ knowledge and that they were sufficiently rich and reliable to allow a diagnosis. We found correlations between the methods used by the teachers interviewed and the level of comprehension and the interpretation of the novel read by the students.

We considered the teacher of the Jumet Technical School (in Belgium) as an avid reader who makes every effort to pass on her passion to the students. They are not experts in analytical reading but they read, understand and interpret intuitively guided by their first impressions. By working with a weak class in reading, this teacher puts aside the learning of literary analysis techniques. She focuses the teaching of reading on the development of literary taste and the emotional reception of the novel.

Following our analysis of the methodological practices declared by the teachers, we think that the teacher of the Decroly school (Brussels, Belgium) and her colleague from the technical school of La Louvière (Belgium) are teachers who put a lot of will to teach the techniques of textual analysis. Nevertheless, the results of their students are not the same. In the first case (Decroly school), the criticism of the text is more accentuated. It often focuses on classical works and is accompanied by written work. In the second case (Technical School of La Louvière), the textual, stylistic and referential analysis of youth novels is usually done orally and students are not used to expressing their understanding of the text by writing.

Thus, comparing these two classes, we have seen that the comprehension-interpretation of the novel by the students of the technical school of La Louvière seems more vague, less explicit. As for the pupils of the Decroly school, they did a good job of textual interpretation, although they did not really appreciate the proposed novel. In this case, we notice that this teacher devotes a lot of time to learning literary analysis which is very effective in this context. It seems to us, moreover, that the shift towards the rational side of reading is a little detrimental to the emotional reception of the novel.

**Russian Point of View.** A joint article of the teachers of the State Pedagogical University in Novossibirsk is devoted to a comparative analysis of universal values in
the cross-cultural aspect. [16] They argue that in order to increase the motivation for language education, to improve mutual understanding between representatives of different countries and cultures, additional efforts are required from teachers in organizing the content aspect of their lesson, in organizing and conducting discussion/dialogue between representatives of different countries.

And in order to train teachers as best as possible for the real conditions of teaching in Russia, within the framework of the disciplines in State Pedagogical University of Novosibirsk (Country Studies, History and Geography of Foreign Countries), the formation of universal values along with the formation of skills to understand others’ views on the discussed problems takes place. The future teachers are also able to achieve a certain mutual understanding in the face of differences in points of view and beliefs. The universal constants characteristic of all nations (nature, geography, family, religion, traditions, and others) are realized by different forms in the cultures of different peoples; that can lead to certain problems in communication [11].

In our opinion, the Russian, Romanian and Slovak teachers focus their teaching of literary reading on the psychological evolution of the characters. Their goal is to teach students to express their critical attitude to the novel, to explain the behavior of the characters, to justify their opinions.

Through the analysis of the work of their students, we noticed that lexico-grammatical obstacles are felt even by the learners qualified as good readers. For this reason, teachers aspire to teach their students techniques that would allow them to overcome their language difficulties. On the other hand, Russian, Romanian and Slovak teachers tend to neglect the teaching of analytical reading of works. Therefore, the students’ interpretations usually focus on the explanation of the behaviors of the characters and their feelings. The copies of these readers contain almost no elements of purely literary analysis.

The interest of our research is all the higher as it straddles two didactic fields: that of French as a first language and that of French as a foreign language. Our analysis of the data shows that low-level first-language readers and foreign-language readers have similar comprehension-interpretation difficulties. Therefore, the use of the same methodological instrument (the reflective pause booklet) could perhaps be effective in the two different contexts.

3 Table of Intervention Devices

Inspired by Séverine De Croix’s [11, p. 286] overall plan of didactic devices, we adapt it to our own research to highlight the steps, the goals and the time of each tool used in this experiment. Following De Croix [11], these devices are useful for collecting data concerning five axes of our reading model, namely the reading attitude, the value judgment, the reading systems, the identification or distancing from the novel and textual comprehension-interpretation.

We cross this table of devices with Martin’s meta-communication model [14] to clarify the place of each device (mediating instrument) in the teaching-learning process described in our work. More specifically, we suggest that teachers use the exchange of class notes, the reflective pause booklet that accompanies students ‘individual reading,
and the questionnaire at the end of the novel in order to facilitate the students’ comprehension-interpretation of the novel and to enable them to acquire a reading autonomy with the literary text. We asked for a preliminary interview with each teacher to explain our experience.

We gave them the liberty to organize the reading activity of the novel according to their methods, the time available and the motivation of the students. We nevertheless specified the importance of respecting the three tasks necessary for the correct progress of this experience (Table 1).

4 Relationship Between the Overall Understanding of the Novel and Teaching Practice

The Case of the Pupils of the Technical School of Jumet (Belgium) by Analyzing of a Youth Open-Ended Novel “Julie” by B. Coppée. Using of these intervention devices by teachers in different classes helps to establish the relationship between the overall understanding of the novel and teaching practice of teacher.

By analyzing the reflexive pause booklets and the French native speaker student’s questionnaire, we notice that she has some difficulties in the overall understanding of the novel. This may be due to the lack of a practice of analysis of the literary text, as well as to gaps in the capture of stereotypes. On the other hand, it succeeds in interpreting in a rather coherent way some chosen sentences which can contain a general idea of the novel. For example, the sentence “Life is touching sometimes. She screams (““Julie” by B. Coppée) is interpreted as: Life, it’s beautiful peaceful, we keep what we have in ourselves but sometimes it has to happen (the French native speaker student). We think she’s talking about Julie (main caracter of Coppée’s novel), who keeps her husband’s disdain and disgust, for fear of revealing them until the moment when his whole world falls over…

The detailed analysis of Justine’s reflexive pause booklets, as well as the careful study of the work of other Belgian pupils, allows us to confirm certain prejudices concerning the status of the family in Western Europe. Paillet’s [15] statements about the current situation of households, the role of women in the family and in society can be verified by reading the responses of young readers. The perception of the family by the children of divorced parents, evoked by Smits [17], is confirmed by the critical examination of questionnaires and reflexive notebooks of Belgian pupils.

We note the same difficulties of interpretation among the other students in this group. Thus, only two readers out of fifteen manage to interpret certain passages of the novel read. It seems, however, that their reading is rather intuitive: they are not really aware of the way in which they have been able to interpret the text.

Seven other students in this group reach the first understanding, very general and very unstable. In other words, they include a certain part of the text to get a rough idea about the development of the story. Their linguistic and cultural background allows them to identify textual references in an intuitive way. They take as banal words (“this beauty”), a whole phrase (“a man who finds you beautiful”) or they explain only the situation described (“the husband works and come back late and his wife takes care of the
Table 1. Three tasks for pedagogical experience.

Task 1: take knowledge of the tasks to be done, discuss the first impressions before and during the reading, propose assumptions before and after. It is an epistemic mediation which, through the mediator instrument (oral exchanges), makes the connection between the questions asked (as a goal to be attained) and the resources (the novels to be read).

<table>
<thead>
<tr>
<th>Steps</th>
<th>Goals</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. “Oral explanation of the answers given in the questionnaire” and comment on his comments in the reflexive pause booklet</td>
<td>* “Describing one’s procedures (to understand and process a questionnaire (and a reflexive pause booklet)) and to self-evaluate one’s understanding” [6]</td>
<td>- A youth novel-mirror “Since your death” by F. Andriat</td>
</tr>
</tbody>
</table>

Task 2: read individually a youth novel, verbalize one’s impressions, understanding, interpretation in the reflexive pause booklet. It is a heuristic mediation which is presented as a fusion between the process of reading and the reflections fed by the mental representations specific to each reader. The reflexive pause booklet as a mediator helps students to learn the skills.

<table>
<thead>
<tr>
<th>Steps</th>
<th>Goals</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Reading a rather lengthy youth novel and practice the reflexive pause booklet</td>
<td>* “Mobilize knowledge, collect clues, connect them to formulate hypotheses and create a waiting horizon” [6]</td>
<td>- A youth novel to open end “Julie” by B. Coppée</td>
</tr>
<tr>
<td>2. Expression of first impressions</td>
<td>* Exercise certain reading processes: mental representation, memorization of information, textual induction</td>
<td>- A youth novel-mirror “Since your death” by F. Andriat</td>
</tr>
<tr>
<td>3. Creation of the first reading hypotheses and return on the advanced declarations and their correction</td>
<td>* Integrate collective exchanges in the reformulation of one’s hypotheses</td>
<td>- Two reflexive pause booklets corresponding to the two mentioned novels</td>
</tr>
<tr>
<td>4. “Pointing of reading difficulties” (Ibid.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. “Prediction of the evolution of the narrative” [6]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Exchanges in class (information, impressions)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Task 3: read a youth novel and share one’s understanding of the specific elements in a questionnaire. It is a pragmatic mediation that develops and acquires the skills of readers. The mediator instrument (the questionnaire) focuses on students’ difficulties with texts and makes it possible to explain their skills acquired or not.

<table>
<thead>
<tr>
<th>Steps</th>
<th>Goals</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Description of one’s relation to reading, in general, and to the proposed novel, in particular, (pleasure, interest); Description of one’s reading mode (place, time, average); Description of one’s own reading activity (degree of understanding, difficulties encountered)</td>
<td>* “Understand the text globally” [6].</td>
<td>- A youth open-ended novel “Julie” by B. Coppée</td>
</tr>
<tr>
<td>2. Individual reading of the novel</td>
<td>* Clarify the role and evaluation of the characters</td>
<td>- A youth novel-mirror “Since your death” by F. Andriat</td>
</tr>
<tr>
<td>3. “Treatment of a reading questionnaire” [6] aimed at a global understanding of the text, the characters, their relationships and their changes during the novel</td>
<td>* “Describe one’s relationship to reading and share one’s representations” [6]</td>
<td>- Two questionnaires of global understanding that correspond to the two mentioned novels</td>
</tr>
</tbody>
</table>

- A youth novel to open end “Julie” by B. Coppée
- A youth novel-mirror “Since your death” by F. Andriat
- Two reflexive pause booklets corresponding to the two mentioned novels
children, the house, the household, the kitchen”). In our opinion, their intuitive grasping is not sufficiently guided so that they can reach a higher level of understanding.

To find explanations, we turn to the written statements of their teacher. We find that, according to her, she does not really adopt a fixed strategy to study novels with her students. Moreover, she avoids offering them long classic texts. She favors a study of extracts, a comparison of several texts, a reading of images. She does not teach the notion of stereotype for fear of her students not understanding the stereotype and not applying it correctly. This teacher, like her other colleagues who work with rather weak classes, relies on the emotional reception of the book to develop the taste of reading rather than to learn literary analysis. Nevertheless, she tries at each study of a new text to solve the problems of comprehension and to answer the questions of her pupils about their reading.

Eight students in this class have difficulty understanding the novel. Through their responses, we note that these readers arrive at a first understanding only thanks to constant help from the teacher. The individual discovery of the text is often done at home. Students are then overwhelmed by their positive or negative emotions and are not able to create the necessary ground for understanding. On their own, these students find it difficult to establish “topics” on the basis of common knowledge, to explain those already given in the questionnaire, to understand why they like or do not appreciate the passage of the text, the behavior of the character. They need frequent exchanges organized in class by the teacher. They can then express orally their impressions and reactions, ask questions. However, the professor tells us that these readers do not make much progress in their reflections and often answer the questionnaire in the same way. They also tend to judge the characters, and the teacher must lead them to explain, to justify their point of view every time they speak.

The Case of Slovak and Russian Pupils by Analyzing of a Youth Novel to Open end “Julie” by B. Coppée. Alica, a Slovak pupil whose work we have chosen as an example to compare with that of the Belgian pupil, seems to be the most experienced reader: her explanations are more accurate, her understanding deeper. Even in her interpretation, she goes further than the Belgian reader. For example, in two lines she takes up a story of the main characters, drawing a conclusion that life represents a complex whole filled with happiness, joy, but also sadness, hardship and difficult choices: “life takes place well sometimes, but from time to time, everything is destroyed, it seems that nothing remains, everything becomes difficult but then, normal life resumes and we continue to live as we were used.

The stripping of the reflexive notebooks of other Slovak and Russina pupils gives us the same impression: they are readers very attentive to the development of the plot between the characters. They create a lot of hypotheses about the continuation of history, ask themselves pertinent questions. Nevertheless, for most of them, the general understanding of the novel escapes them. This phenomenon is explained by the fact that these readers read in a foreign language and the capture of the innuendoes is not always done correctly.

Moreover, it is surprising to see that their answers reveal that they are wisely mobilizing familiar, stereotyped understandings. For example, they talk about the woman who keeps the unity of the family or the selfish man who thinks only of the
satisfaction of his desires: “I believe that this is the way we see men in Tim’s flaws, men who are very masculine; it is often said that they think in a simplified way, “explains a student.

Concretely, the group of Slovak and Russian learners includes, first of all, six pupils who do not show a good understanding. By asking ourselves the question, “why? We realize that the construction of stereotypy is compromised. In fact, the “virtual referents” [7] needed for the creation of the latter are not identified by these students. They have lexical difficulties specific to people reading texts in a foreign language. These obstacles prevent the first understanding, the basis of the textual interpretation. Despite multiple attempts to create hypotheses about the continuation of history, their “topics” [7] collapse. These readers do not manage to locate “places of certainty” [7], necessary for a general understanding, stable and correct.

Then we distinguish seven students who testify to their more or less good understanding of the novel. The path of reflection of these readers enters the schema that we adopted to estimate the level of the understanding of the text. Thus, they build a stereotype to base their narrative assumptions. The location of “topics” [7] allows them to confirm or change them. In any case, these readers reach the level of the second understanding. However, we sometimes find some whites in their explanations or one or the other wrong interpretation.

The testimonies of the Slovak teacher give us some insights. She has a different vision of reading skills to teach her students. She says she has focused on developing language and argumentative skills. We noticed that his students have a fairly good level of language and that they feel very comfortable to express their opinions, to argue their remarks. This professor also insists on the knowledge of different types of texts and their identification signs, as well as on the possibility of comparing and observing a psychological evolution of the characters. These taught techniques are reflected through the responses of his students. This explains the fact that their copies contain almost no elements of purely literary analysis. They read with their heart and their emotions and show a rather participative reading.

Another element that characterizes the Slovak teacher is the fact that she favors the emotional reception of the book. This is an essential step in her work with her students on the literary text. For the rest, the discovery of the text is generally done in class by the explanation of the vocabulary, the revelation of the theme and the plot. She often organizes debates and exchanges to explain the characteristics of the characters, and she also discusses with her students about the style and choice of the lexicon by the author. She says: “I make sure to teach young people to” read correctly “, in other words, to take pleasure in reading, to appreciate the literary text, to understand it. She doesn’t work in depth the textual interpretation and teaches only a few elements of literary analysis.

The Reading Attitude of Belgian and Romanian Pupils by Analyzing of a Youth Novel-Mirror “Since Your Death” by F. Andriot. To make the comparison, we take three target classes: eleven Belgian pupils of the technical school of La Louvière, eleven Belgian pupils of the Decroly general education school and ten Romanian high school students. We believe that the confrontation between two Belgian classes, from backgrounds that are often opposed, may reveal a different appreciation of the same
novel and provide some interesting explanations. The parallel between the Belgian public and the Romanian public shows their similarities and their differences which stem from the diversity of the first languages and the cultures of origin.

We would like to present reader’s thoughts on the definition of death. They give us the opportunity to grasp the general reading trends of each class and also to focus on the evocative dissimilarities of culturally significant perceptions.

The question: “What does death represent for Ghislain?” reveals that Belgian readers of the technical school place more emphasis on abstract values. Their definitions of death are limited to short words without explanation: “woe”, “hell”, “fatality” and others. They do not seek to justify their statements by the ideas of the text. The same type of answer is given by 27% of students at Decroly School. This percentage is less, but nevertheless important. Readers of the technical school read evaluatively, putting forward the ideal and abstract values, those of the Decroly school in a global way with the pessimistic perception of the reality described in the novel. This generalizing perception of the text proposed by Decroly’s readers (27%) is reflected in the response that evokes “the disappearance of a loved people, the transition to another world and something terrible that scares everyone, as well as the end of the life of loved people. These global ideas are not unique to the character and can be attributed to anyone. In this way, these pupils implement general categories by which they imagine death. Romanian readers, in 30% of cases, mention death as “something incomprehensible and appalling that causes a lot of sadness and pain”. Their testimonies show that they consider the approach of mourning as an individual and punctual action. This finding is explained by a personal approach to the reading mode that is specific to these respondents. We do not notice the same trend in the responses of Belgian students from two groups.

On the other hand, they raise the feeling of injustice that appears in the words of the young hero. Romanian high school students do not adopt this response strategy. 18.5% of Belgian pupils in technical education as well as 18.5% of Belgian general education students emphasize the feeling of inequity expressed by the adolescent’s angry and aggressive behavior. According to them, the hero conceives death as the injustice that gives reason to his irascible behavior. This ability to correlate the facts described and their causes constitutes the characteristic of synthetic or sociological reading. According to our observations, it is more specific to our Romanian public than to the Belgian public. But the answer received does not reveal this correlation. We find the justification for this if we look at this from another angle. We believe that the explanation is due to the fact that it is, in this case, injustice. This notion is related to the society to which each individual belongs. The feeling of injustice is more developed among Belgian pupils in general education, in our opinion. They are ready to defend their opinion in the name of justice and to judge what seems unjust to them.

Thus we find again that the dissimilarity is explained by “an area of indeterminacy”. It also shows that there is no really limits between different types of reading. We can only say that this or that part of the public takes hold of one or the other form of reading.

In the conclusion, we say that the testimonies of the Romanian readers have allowed us to note that their reading can be described as synthetic or sociological. They can make a judgment both positive and negative about the hero or his actions, but they
do not condemn him, and seek, on the other hand, the link between the facts and their causes. We also notice the personal involvement of these readers and their identification with the character. They follow the progress of the adolescent in his maturity of mind and judgment. We emphasize that this personalizing approach to the conception of grief is lived by everyone individually in their own way. In addition, some Romanian readers make comments that make them think that they adopt the phenomenal reading of Belgian pupils of Decroly.

As for the Belgian pupils of the Decroly general education school, their reading seems to us to be characterized as phenomenal. Its peculiarity is to treat the reality described in the text as normal, that is to say that the rebellious, aggressive and sometimes shocking reaction of the hero as well as his rebellion against death are judged acceptable by the society and justified by its norms. This reading is also characterized by the global look and pessimistic that it poses on the described reality, as well as by its generalizing perception of the text. Indeed, the readers concerned accurately capture the author’s thoughts on four stages of acceptance of death. They use them as global ideas that they do not only attach to the concrete character but attribute to anyone. In this case, we also notice the shift of a minority of these respondents towards the synthetic reading proper to Romanian students.

As for the Belgian pupils of the technical school of La Louvière, we think that the evaluative reading characterizes them. This type of reading highlights the ideal and abstract values of the readers who stand out in their definition of death as well as in their critical judgment on the aggressive behavior of the character. However, a small percentage of these readers report a phenomenal reading, like the students at Decroly School.

We think that the synthetic reading is specific to the majority of Romanian readers, but that the testimonies of the Belgian pupils also present the characteristics of this type of reading. Moreover, they express emotional attachment to the character, which is rather the peculiarity of the Romanian reading. We see that these two groups of readers, with their differences, are getting closer and sometimes have similar points of view on how to mourn. Explanations can come from the fact that these students belong to the “elite” of the society to which they belong.

Decroly School is renowned as an institution that only accepts children from affluent families with university parents. The Romanian College “Petru Rares”, meanwhile, also offers high quality education accessible to students of high social level. Both groups of readers received a good education, an open mind and an open outlook on the world.

We also want to highlight inconsistencies between the two Belgian groups. Readers of the technical school are, in our opinion, subject to evaluative reading, but at the same time we notice that they see the character in relation to the society around him. We also observe that they judge the inappropriate behavior of the teenager as normal. These characteristics (linked to the standards set by society and perception of normality in the text) are peculiar to the phenomenal reading that dominates readers of Decroly School. The rapprochement of these two groups is obvious: they belong to the same European society and can, in principle, have the same points of view on the question of mourning. However, the two publics are differentiated by their social level, by their
access to education and by their perception of studies, which is more evident in ideological differences.

In this way, we have shown the peculiarities of each of our target groups, their dissimilarities and their common points, which express themselves through their own values. In the following chapter, we will examine the issue of identifying readers with characters during reading and how they distance themselves from the events described in the novel.

5 Conclusion

Studying a language in a multicultural context, learners often operate with categories of “one’s own” and “another’s”, representing a binary opposition of world culture as a whole. Our personal experience in teaching foreign languages in Russian and Belgian educational institutions shows that students are happy to analyze and compare the cultural and historical characteristics of their and other countries (France, Belgium, Germany, Great Britain, USA, Syria, Afghanistan, Ukraine, Latvia and others).

In this context, the question of the qualitative selection of didactic material for the adequate realization in situations of intercultural communication arises. The universal and cultural-national component of a foreign language reflects the national-cultural specifics through the selection of the most used phraseological units.

In the case of foreign language lessons, the dialogue of cultures is interpreted as an approach that reveals the national specificity of people’s thinking by comparing linguistic units, various arts belonging to different national cultures and stereotypes of speech behavior of different languages speakers [8].

The last decades have been marked by significant social changes related to globalization and increased mobility of people. Undoubtedly, these changes have influenced the world of education because teachers face increasingly diverse sociocultural classes [22].

Based on this, it became necessary to adapt the training skills and improve the teachers’ professionalism in order to offer to the future teachers appropriate initial training and to already confirmed teachers, targeted training aimed at understanding the multicultural educational process as an active dialogue of cultures.

The didactic analysis of the pupils’ readings and the choices made by their teachers seemed precious to us. Researching the methods used by teachers, establishing why and how they use them, making teaching practices explicit and coherent has enabled us, by mobilizing theoretical axes, to contribute to the effectiveness of pedagogical devices to make concrete didactic proposals.

We have crossed the points of view of Béguin, Rabardel [22] and Martin [14] and applied their model of the teaching-learning process to our field of teaching, namely the reading of the literary work in a multicultural school context. We therefore conceive the reading exercise in our experiment as an activity mediated by instruments - oral exchanges in class, questionnaire after reading, reflexive pause book. Concretely, this last instrument appeared to us as an active principle of the pragmatic mediation which unfolds in two stages during the activity of reading. First, the reflexive pause book reflects students’ ideas fueled by mental representations and textual comprehension
externalized through classroom oral exchanges. Then, readers deliver their responses that interpret the novel via the quiz after reading.

Through the analysis of reflexive pause booklets and questionnaires completed by the learners, we were able to see that the instruments developed and applied by the teacher at each stage of the process of knowledge mediation (epistemic, heuristic, pragmatic) helped students readers to acquire autonomy in reading, provided they become aware of the usefulness of the proposed device.

As a conclusion to the results of this research, we will say that teachers’ attitudes or practices, accompanied by a knowledge-mediating instrument, make it easier for students to express their value judgments and their ways of perceiving and learning interpret the literary text.
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Abstract. Methodological fundamentals for the quantification of preferences of economic entities include the classification of the steps of the corresponding procedure, allowing the formation of context sequences that correspond to the proposed technologies of the tasks being solved. When building a technology, the known approaches to the interpretation of the concept “intuition”, differing in orientation to the left and right hemispheres of the human brain, are used jointly. Model examples of the technology of comprehension of research results by subjects of control objects that perform ranking and selection on a set of objects as a preliminary and final task, are given. At this stage, the possibilities of the targeted use of the software that has passed the official registration, are illustrated.
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1 Introduction

Mankind has always paid enough attention to the procedures for measuring the parameters of the surrounding world, establishing standards and units of measurement, the necessary tools and techniques for using them to ensure the necessary accuracy of the results [1, 2]. These quantization procedures of physical, or phase variables are designed to compare real-world objects to each other. They are the primary step of the broader concept of “quantification”, making the transition to the language of numbers, that is, making variables measurable taken from the area of semantics [3–5], responsible for the semantic side of the language - words, phrases, sentences. The problems of constructing the quantification processes of preferences and the use of intuition [6–9] of economic entities therein are of great importance in problems of subject-oriented control (SOC) [10–13]. However, the questions of semantics (comprehension) of the
results of comparing objects on panoplies of alternatives by methods of modeling preferences have not been fully solved.

The article discusses the most important problems of quantification, including methodological fundamentals for quantifying the preferences of economic entities, examples of technology for comprehending the results of research of control objects by subjects, solving ranking and selection problems on a panoply of objects, and also the possibilities of using the original software complex are illustrated - the platform of preferential models built on a compromise of two “opposite” approaches to the interpretation of the concept “subjectivity”.

2 Methodological Fundamentals for the Quantification of Preferences of Economic Entities

According to Ozhegov “meaning” is the inner content, the meaning of something, the results to be comprehended [14]. To think is to know, understand, represent a goal, a rational basis, an internal logical representation of something, an understandable rational basis.

In the procedures of quantification, its steps (Fig. 1) can alternate in any order, preserving its individual destiny.

![Fig. 1. Classification of the stages of quantification procedure.](image)

*Onomasiology* [15] is a division of semantics, a science that studies the ways of naming and designating concepts and phenomena of the surrounding reality.

*Semasiology* [16] is a division of semantics, a science that studies the ways of measuring values and changing the meaning of concepts and phenomena.

Quantification technologies rely on the emerging opportunities for the most complete use of natural mental abilities of a person, relating to the innate and continuously developing human ability in the field of “intuition”. There are two fundamentally different approaches to this concept. In accordance with the first approach, when “intentional thinking resembles reasoning, it has a critical and analytical nature”, since it involves the connection of the left hemisphere of the human brain. So, in the dictionary of Krysin [17], based on the literal translation of “intuition” (French) is to look intently, closely, intuition means “flair, subtle understanding, penetration into the
very essence of something”, so that possible ways of developing the original agenda are “called and analyzed” from the depths of the brain. At the same time, the development of intuition itself as a mental tool is especially effective.

This approach is opposed to another that is based on the inclusion of the right hemisphere of the human brain, the direct inclusion of the natural mechanism of intuition in the thought process associated with the manifestation of motivation for decision-making is used (D. Maers’ western school) [6]. In Webster’s dictionary we can find a statement of this point of view: “Intuition is our ability to direct knowledge, immediate insight, without preliminary observations or reasoning.” Psychologist Daniel Kahneman argues: “Intuitive thinking is like perception, it passes quickly and effortlessly” [18].

Both approaches are legitimate and compatible, which will be illustrated in Sect. 3 by their synthesis in a single software tool used as an intellectual support in decision-making. This result, connected with the balancing of both approaches, is quite consistent with the well-known remark attributed to Albert Einstein: “Not everything that can be counted can be relied on, and not everything that can be relied on lends itself to the calculation”.

3 Model Examples of the Technology of Comprehension of Research Results by Subjects of Control Objects

3.1 Solving the Problem of Ranking a Set of Matching Objects

The two-part formalization of the task of ranking a set of matching objects using intuition in the interpretation of the first approach is expedient to implement, first by constructing a necessary and sufficient sequence of quantification steps on a full set of alternatives representation, ensuring the non-manipulability of the resultant semantics.

(a) Naming and designation of targets of research (class of objects), for example, shopping facilities \( A \), subclass \( A' \), for example, shopping facilities of the city of Perm, \( A' \in A \).

(b) Naming and designation of a set of phase characteristics of representation for \( \bar{x} \) objects in the named subclass \( A' \), for example, area, sq.m., \( x_1 \), transport accessibility, min., \( x_2 \), assortment of goods, number of units, \( x_3 \).

(c) Naming and designation of a set of qualimetric characteristics of representation for \( \bar{X} \), for example, trade significance, \( X_1 \), transport accessibility level, \( X_2 \), variety of goods, \( X_3 \), in the qualimetric scale \( X_1, X_2, X_3 \in [1, 4] \).

(d) Naming and designation of a set of the reduction function of phase representation characteristics to qualimetric \( \bar{X} = \sigma(\bar{x}) \) in the field of their determination: \([x_1^{\min}, x_1^{\max}]; \ [x_2^{\min}, x_2^{\max}]; \ [x_3^{\min}, x_3^{\max}] \).

(e) Quantitative intuitive measurements of integer values of the reduction functions \( \sigma_i \), \( i \in \{1, 3\} \) in the field of the determination of phase characteristics \( \bar{x} \) (certificates): \( (x_1(1), x_1(2), x_1(3), x_1(4)), (x_2(1), x_2(2), x_2(3), x_2(4)), (x_3(1), x_3(2), x_3(3), x_3(4)) \).
(f) Qualitative intuitive measurements of continuous values of non-linear reduction functions $\sigma \in [1, 4]$ in the entire field of the determination of phase characteristics $\bar{x}$ (interpolation, smoothing): $X_1 = \sigma_1(x_1), X_2 = \sigma_2(x_2), X_3 = \sigma_3(x_3)$. The second part of the problem assumes the specifics - the use of the represented set of alternatives $A'$, which is ranked using the previously constructed model of the behavior of the economic entity when ranking objects in class $A$, which plays the role of non-manipulated "artificial intelligence" for the subclass $A'$.

(g) Quantitative measurements $\{\bar{x}\}^i_{A'}$ of phase characteristics $\bar{x}$ in the subclass $A'$; size matrix $|A'| \times 3$ with the number $|A'|$ of units $(x^i_1, x^i_2, x^i_3)$.

(h) Naming and designation of the type $R$ for the convolution of qualimetric variables $\bar{X}, \bar{X} = R(\bar{X})$, for example, linear $\bar{X} = \sum (\bar{X} \times \bar{k})$, $\bar{k}$ - weighted coefficients of qualimetric variables.

(i) Intuitive construction of the convolution $R$, also naming and intuitive measurement of its parameters, for example, weighted coefficients $k^i_1, k^i_2, k^i_3$.

(k) Qualitative calculation of the convolution $\{\hat{X}^i = R(\bar{X}^i)\}_{A'}$ in the subclass $A'$ and placement of the results in the qualimetric scale $[1, 4]$.

(l) Designation of elements in the ranked series $\bar{I}, |A'|$ subclass $A'$.

(m) Deduction of a subset $A''$ subclass $A'$ by excluding from subsets of the subclass $A'$ with a non-strict order relation of objects with a larger (lower) number.

General set of semantics: $\{A, A', \bar{x}, \bar{X}, \hat{\bar{x}} = \bar{\sigma}(\bar{x}), \{\bar{x}^i\}_{A'}, \bar{X} = R(\bar{X}), \{\hat{\bar{x}}^i = R(\bar{X}^i)\}_{A'}, \bar{I}, |A'|, \bar{\sigma}_i, i \in \bar{I}, 3, \bar{\sigma} \in [1, 4]\}.$

Summary semantics: an ordered subset of the class of shopping facilities $A''$ with a strict order relation (Fig. 2).

### 3.2 Solving the Selection Problem on a Ranked Set of Matching Objects $A''$ with a Strict-Order Relation

The selection problem is solved in accordance with the variational semantics specified by naming and designating the mathematical construction in the form of predicates, using intuition in the interpretation of the first approach:

1. identifying **a more preferred** (by $R$) object $\exists ! a \in A''$ –
   \[
   \forall(b) (b \in A'') (\exists ! a \in A'') P(R_a \geq R_b)
   \]  \hspace{1cm} (1)

2. identifying a subset $A'' \subset A''$ with the cardinal number $|A''|_{3a0}$ **the most preferred** object from $A''$ –
   \[
   \forall(a, b) (a \in A''') (b \in A'') P(R_a \geq R_b), \ |A''| = |A'''|_{3a0}
   \]  \hspace{1cm} (2)

3. identifying **the least preferred** (by $R$) object $\exists ! a \in A''$ –
   \[
   \forall(b) (b \in A'') (\exists ! a \in A'') P(R_a \leq R_b)
   \]  \hspace{1cm} (3)
(4) identifying a subset $A''' \subset A''$ with the cardinal number $|A'''|_{3a0}$, the least preferred objects from $A''$ –

$$\forall(a, b)(a \in A''')(b \in A'')P(R_a \leq R_b), |A'''| = |A'''|_{3a0}. \quad (4)$$

(5) identifying the most preferred (by $R$, $R \geq R_{\min}$) object $\exists! a \in A''$, –

$$\forall(b)(b \in A'')(R_b \geq R_{\min})(\exists! a \in A'')P(R_a \geq R_b); \quad (5)$$

(6) identifying a subset $A''' \subset A''$ with the cardinal number $|A'''|_{3a0}$, the most preferred (by $R$, $R \geq R_{\min}$) objects from $A''$ –

$$\forall(a, b)(a \in A''')(b \in A'')(R_b \geq R_{\min})(R_a \geq R_b), |A'''| = |A'''|_{3a0}. \quad (6)$$

(7) identifying the least preferred (by $R$, $R \leq R_{\max}$) object $\exists! a \in A''$ –

$$\forall(b)(b \in A'')(\exists! a \in A'')(R_b \leq R_{\max})P(R_a \leq R_b); \quad (7)$$
identifying a subset $A'\subset A''$ with the cardinal number $|A''|_{3a\partial}$. **the least preferred** objects by $R$, $R \leq R_{\text{max}}$ from $A''$ –

$$\forall(a, b)(a \in A'')(b \in A'')(R_b \leq R_{\text{max}})P(R_a \leq R_b), \ |A''| = |A''|_{3a\partial}.$$  \hfill (8)

(9) identifying **the most preferred** (by $R$) object $\exists! \ a \in A''$ with limitations for the characteristic $x_b$ –

$$\forall(b)(b \in A'')(x_b \geq x_b^{\min})(\exists! a \in A'')P(R_a \geq R_b);$$  \hfill (9)

(10) identifying a subset $A'' \subset A''$ with the cardinal number $|A''|_{3a\partial}$. **the most preferred** objects from $A''$ with limitations for the characteristic $x_b$ –

$$\forall(a, b)(a \in A'')(b \in A'')(x_b \geq x_b^{\min})P(R_a \geq R_b), \ |A''| = |A''|_{3a\partial};$$  \hfill (10)

(11) identifying **the most preferred** (by $R$) object $\exists! \ a \in A''$ with limitations for a subset of characteristics $\rho^x \in B(\bar{x})$, $|B| = 2^{|\bar{x}|}$, where $B$ – boolean operator from the subset $\bar{x}$, $\rho^x \succ \rho^x_{\text{don.}}$. –

$$\forall(b)(b \in A'')(x_b \geq x_b^{\min})(\rho^x \succ \rho^x_{\text{don.}})(\exists! a \in A'')P(R_a \geq R_b);$$  \hfill (11)

(12) identifying a subset $A'' \subset A''$ with the cardinal number $|A''|_{3a\partial}$. **the most preferred** objects from $A''$ with limitations for a subset of characteristics $\rho^x \in B(\bar{x})$, $|B| = 2^{|\bar{x}|}$, where $B$ – boolean operator from the subset $\bar{x}$, $\rho^x \succ \rho^x_{\text{don.}}$. –

$$\forall(a, b)(a \in A'')(b \in A'')(x_b \geq x_b^{\min})(\rho^x \succ \rho^x_{\text{don.}})P(R_a \geq R_b), \ |A''| = |A''|_{3a\partial}.$$  \hfill (12)

And so on.

### 4 Solving the Problems of Ranking and Selection with the Support of a Specialized Software Package

The specialized software package, which has been officially registered as a computer program [19], is a platform for modeling a wide range of applied problems of ranking and selection. It technologically combines the previously described approaches (Sect. 2) to the interpretation of the concept “intuition”. Below (Figs. 3, 4, 5 and 6), for example (Sect. 3), the fragments of how the preference model works, are illustrated when solving the problem of ranking, though the fragments (Figs. 3, 4 and 5) suggest the possibility of using intuition in the interpretation of the second approach.
Fig. 3. Setting a characteristic of the object domain in the software package «Jobs-Decon».

Fig. 4. Setting discrete (a) and continuous (b) reduction functions for the characteristic of object x1 in the software package «Jobs-Decon».

Fig. 5. Procedure of characteristic ranking in the software package «Jobs-Decon».

Fig. 6. Procedure of the integrated assessment of characteristics in the software package «Jobs-Decon».
5 Conclusion

The results presented in the article a significant novelty in the field of quantification of mental variables, the type of preferences, and the construction of new platforms of preference models, built on a compromise between two “opposite” approaches to the interpretation of the concept “subjectivity”. These results, including [16], have no analogues in modern literature [1, 2, 6, 9, 10] and for the first time make it possible to solve complex multi-alternative and multi-factor ranking problems and selecting with a special emphasis on establishing a strict-order relation on the set of matching objects and the non-manipulability of the resultant semantics. In this case, a sufficiently high level of justification of management decisions by economic entities is established, excluding the forced episodes of “guessing” their best alternatives and/or manifestations of subjectivity.
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Abstract. The back-contact back-junction (BC-BJ) solar cells is a novel structure that increases the optoelectronic performance of the device. The two-diode model provides information regarding the different process involved in the BC-BJ solar cell operation, through the behavior of the dark current-voltage (I-V) curve, at different distances (from 200 µm to 900 µm) and widths of the emitter-Al (from 50 µm and 100 µm). Simulated results indicate that smaller width increase the performance and efficiency. In the analyzed model we get into the performance, qualities and dimensions through of electrical simulations, using the Technology Computer-Aided Design (TCAD). The saturation current densities and parasitic resistance are determined through the adjustment and optimization of the dark (I-V) curve, resulting that the longer distance the emitter increases the dark series resistance; also, the dark saturation current density is greater by decreasing the width of the emitter.
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1 Introduction

The BC-BJ silicon solar cells have high efficiencies and low-cost manufacturing technology. Moreover, the parameters extracted of the two-diode model and the investigation of the parameters provides information on the mechanisms operating without illumination, and their effects on the device performance parameters.

The BC-BJ silicon solar cells are integrated by electrical bars of both polarities, and situated on the backside [1]. Therefore, the contact and the contacted diffused regions
are situated on the backside [2]. Then, it was created with the emitter, the back surface field and the contacts designed as an integrated finger pattern.

Analysis of a solar cell without illumination has become important because its features are represented in the model of a diode. On the other hand, under illumination, analysis shows that small fluctuations in the light intensity add considerable amounts of noise, so that dark I-V measurements use inject carriers into the circuit with electrical means instead of light generated carriers.

Dark I-V measurements give extra information about the solar cell characteristics, even in the absence of noise. Within the most important parameter to analyze we can name, the quality of the junction, antireflection layers, grid and contact resistances. Series resistance influences the fill factor losses, also the maximum power and the efficiency of the solar cell [3]. This resistance has the following components: a contact resistance metal-semiconductor, ohmic resistance in the metal contacts, and ohmic resistance in the semiconductor material [4].

The present article is divided in the following sections: Sect. 2 describes the dark analysis of the two-diode model and BC-BJ silicon solar cells. The methodology of simulation used is detailed in Sect. 3 through of Schockley Read Hall recombination, recombination Auger and Surface recombination. Section 4 describes the results and simulation tools as fitting and optimization. Finally, conclusions are explained in detail in Sect. 5.

2 Physics of Solar Cells

2.1 Two-Diode Model – Dark Analysis

Under dark conditions in the two-diode model, diode 1 and diode 2 represent the diffusion and recombination processes, respectively [5]. However, this model adds parasitic resistances that can be analyzed through (Eq. 1).

\[
J(V) = J_{01} \left( e^{(q/n_1 kT)(V-JR_s) - 1} \right) + J_{02} \left( e^{(q/n_2 kT)(V-JR_s) - 1} \right) + \frac{V - JR_s}{R_{sh}}
\]  

(1)

Where, \( J \) is the current density through an applied load, \( V \) is the voltage drop across this load, \( J_{01} \) is the generation current density, \( J_{02} \) the recombination current density, \( n_1 \) is the ideality factor approximate to 1, and \( n_2 \) is the ideality factor in ideal cases it should vary between 1 and 2, but general case of silicon solar cells, it could take values higher than 2, \( R_s \) are the series resistances, and \( R_{sh} \) is the shunt resistance.

In the dark the "−1" term is typically ignored to make the analysis simpler. Moreover, given that \( R_{sh} \) has big values, the \( V - JR_s/R_{sh} \) term tend to zero, then Eq. 1 simplifies into Eq. 2.

\[
J(V) = J_{01} \left( e^{(q/n_1 kT)(V-JR_s)} \right) + J_{02} \left( e^{(q/n_2 kT)(V-JR_s)} \right)
\]

(2)

The diffusion current density is influenced by the properties of the quasi-neutral regions of the PN junction; instead, the recombination current density is influenced by
the density of defect states in the energy bandgap, which is formed by the energy released from recombination of electron-hole pairs [6].

2.2 Back Contact Back Junction Solar Cells

The BC-BJ silicon solar cells have the contact and the diffuse active regions on the backside. The solar cell features a phosphorus-doped front-surface field and is novel cell structure with locally overcompensated boron emitters.

Advantages are the contact movement at the backside giving solution at the front surface contact reflection and may improve cell interconnection in modules allowing an increase in the packing density of solar cells. Hence, the front and rear sides are optimized for optical and electrical performance, respectively.

Due to the high recombination that occurs in the front side of the emitter, the optical part is optimized to obtain greater set of wavelengths [7–9].

3 Solar Cells Simulation

3.1 Carrier Statistics

For carrier concentration in Si lower than $1 \times 10^{19}$ cm$^{-3}$ Boltzmann statistics can be used, but if the carrier concentrations in Si are higher than $1 \times 10^{19}$ cm$^{-3}$ Fermi-Dirac statistics should be used [10]. In TCAD, the carrier densities can be calculated from the electron and hole quasi-Fermi potentials, and vice versa, using Boltzmann statistics.

3.2 Schockley Read Hall Recombination

In the solar cells, recombination through states in the forbidden bandgap, is explained by Schockley Read Hall (SRH) recombination theory. In TCAD, the following form is calculated (Eq. 3):

\[
R_{net}^{SRH} = \frac{p_n - n_{e,eff}^2}{\tau_{SRH,n}(p + p_1) + \tau_{SRH,p}(n + n_1)}
\]  

Where, $\tau_{SRH,n}$ and $\tau_{SRH,p}$ are the carrier lifetimes.

The BC-BJ solar cells are produced from n-type float-zone silicon wafers, with a doping dependence of the SRH lifetimes. Therefore, the lifetime parameters $\tau_{SRH,n}$ and $\tau_{SRH,p}$ can be taken as doping independent in the equation (Eq. 4) [11]. In aluminum-doped silicon, the low lifetimes are attributed to a highly recombination-active defect complex integrated of aluminum-oxygen [12]. Hence, increases $J_0$, which is measured of Al-alloyed back surface field [13–15].

\[
\tau_{SRH,dop} = \tau_{min} + \frac{\tau_{max} - \tau_{min}}{1 + \left(\frac{N_A + N_T}{N_{ref}}\right)^2}
\]
Where, $\gamma$ and $N_{ref}$ are fit parameters, $\tau_{max}$ and $\tau_{min}$ are the best and worst case carrier lifetimes, and $N_A$ and $N_D$ are the bulk acceptor and donor levels.

### 3.3 Recombination Auger

The band-to-band Auger recombination rate is determined using TCAD application [16]. This equation is calculated by the electron and hole densities together with the temperature dependent coefficients.

$$ R_{Auger} = (C_n n + C_p p) \left( p n - n_{i,eff}^2 \right) $$

Where, $n_{i,eff}$ is the effective intrinsic carrier concentration, and $C_n$ and $C_p$ are temperature dependent coefficients.

### 3.4 Surface Recombination

When the surface recombination is established by surface recombination velocity, expressed in TCAD by equation (Eq. 6)

$$ s = s_0 \left[ 1 + s_{ref} \left( \frac{N_i}{N_{ref}} \right)^\gamma \right] $$

Where, $s_0$, $s_{ref}$, $N_{ref}$ and $\gamma$ are tunable parameters of the model and $N_i$ denotes the doping concentration at interface.

The surface recombination is limited by holes in n-type emitters, that is, by the recombination velocity parameter for holes ($S_p$). The $S_p$ increase progressively at low than at high dopant densities. The equation which calculates $S_p$ is (Eq. 7):

$$ S_p = s_{p1} \left( \frac{N_i}{N_{p1}} \right)^{\gamma_{p1}} + s_{p2} \left( \frac{N_i}{N_{p2}} \right)^{\gamma_{p2}} $$

Where, $\gamma_{p1}$ and $\gamma_{p2}$ are a measure for the slope, $s_{p1}$, $s_{p2}$, $N_{p1}$ and $N_{p2}$ shift $S_p$ vertically.

The $S_p$ increase dependently on the dopant density of the surface, on the surface (textured or planar), e.g. the pyramidal surface texturing increases $S_p$ approximately by factor of 5. The parameterization of $S_p$ at highly doped Si:P required in TCAD.

### 4 Results

#### 4.1 Fitting Method

For extraction parameters was used two different ways that are the curve fitting and interpolation standard. The curve-fitting method is used when the parameters can be described by an equation (Eq. 2) and a dark I-V curve. The curve fitting algorithm
determines the unknown variables and the unknown constants, but exist a minimal error between the measured output and the estimated output. The interpolation standard is used when the parameters cannot be described by a single formula, therefore is divided in regions [17]. The extraction method used in this study has made use of both approximation and iteration techniques. The limits in the iteration ranges assure that the extraction of the parameters is approximate to the measurement parameters with minimal errors. Also, this is a portion of the total difference between the measured current density \( (J_m) \) and the generated current density \( (J_g) \) which is accredited to the supposed two-diode model.

The equivalent circuit for a solar cell is determined by equation (Eq. 2), when \( J \) is an explicit function of \( V \) involving the two-diode model parameters. By reducing the number of parameters, the expression for \( J \) only depends of the parameters such as \( J_{01} \) and \( J_{02} \) where are extracted from both the \( J \) and \( V \), also assuming that \( n_1 = 1 \) that represents the diffusion process within the solar cell at room temperature and \( n_2 = 2 \) that theoretically expresses the recombination process [18].

First are calculated the parameters with the emitter-Al at a width of 100 nm in the different position and before change the width at 50 nm in the survival position estimated (Figs. 1 and 2).

**Fig. 1.** Specific comparison of the parameters \( J_{02} \) with the width 100 \( \mu \)m of the Emitter-Al at survival distances
4.2 Optimization Method

To calculate $R_s$ is only valid if a “good” voltage region is selected, using the optimization algorithm. However, to obtain the most $R_s$ accurate values, one must fit the solar cell parameters and then introduce them in the Eq. 2, given in the optimization algorithm through the Levenberg-Marquardt method (Figs. 3 and 4) [19].

![Fig. 2](image1.png)

**Fig. 2.** Specific comparison of the parameters $J_{02}$ with the width 50 μm of the Emitter-Al at survival distances

![Fig. 3](image2.png)

**Fig. 3.** Specific comparison of the parameters $R_s$ with the width 100 μm of the Emitter-Al at survival distances
5 Conclusions

We designed the TCAD application for numerical simulation of photovoltaic modules that contain BC-BJ silicon solar cells. This two-diode model describes the dark I-V characteristics of parameters solar cells as compared to the one-diode model existing that have been analyzed previous articles. Moreover, although the dark saturation current density is smaller with a width in the emitter-Al of 100 \( \mu \text{m} \) than at 50 \( \mu \text{m} \), the decrease of the dark saturation current density increases the open circuit voltage. This means a higher efficiency in the case of study of silicon solar cells BC-BJ. In addition, increasing the distance between the contacts produces an increase in the dark series resistance, which decreases the efficiency of the BC-BJ silicon solar cell.
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Abstract. As renewable energy becomes more sustainable and more viable than it has ever been, more and more countries are turning `green` and reverting to sustainable ways. We have carried out the study of a cell Back Contact - Back Junction (BC-BJ) solar cell with an alone contact in the issuer who has as efficiency of 22.027\%. This work presents a simulation of BC-BJ, with variation (50 µm, 100 µm) and mobility of a second contact along the emitter, the inclusion of a second contact variable and being moved through the emitter presents an improvement in efficiency at a midpoint of the cell. Increasing the second contact of 50 µm in the emitter with a position of 500 µm has as efficiency of 22.152\%, in the same position with a contact of 100 µm has as efficiency of 22.109\%, On having increased the second issuer in the cell BC-BJ achieved an increase in the efficiency of 0.042\% between the two contacts and between the efficiency of a single contact in the cell.
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1 Introduction

Nowadays electrical power is essential to most modern-world activities. Besides that, the world has been supplied with energy harvested from non-renewable sources (e.g., crude oil, natural gas, coal, uranium, etc.) for over 140 years, it has been causing irreversible damage to some parts of the planet (e.g. global warming, pollution of air and soil, etc.) since its beginning [1]. In the hope of remedying this, some countries have been focusing their attention towards renewable sources in the last decades [2];
renewable energies are ways to obtain energy that can be naturally replenished on a human timescale, such as sunlight, wind, tides, rain, waves, and geothermal heat [3].

While renewable energy is greater for the environment in every sense, they still face major obstacles. Some are inherent with all new technologies, while others are the result of a skewed regulatory framework and marketplace [4]. The most obvious barriers are cost, viability and efficiency [5]. That has brought about a poor progress of these technologies; for instance, still in March 2017, wind and solar accounted only for 10% of all US electricity generation.¹

Photovoltaics (PV) is the science behind the most popular form of harnessing solar energy [6]. It is the process of converting sunlight directly into electricity. Though this technology has proven to be one of the technologies to replace non-renewables, there is still a long way to go this goal can be fulfilled. Efficiency of PV are still under 22.5%,² and therefore it must be improved. It is well-known that efficiency can be improved by analyzing the dark zone of a photocell [7]. With that in mind, we propose to carry out the increase of a second mobile contact in the emitter each 100 µm.

2 Device Solar Cells

2.1 Solar Cells Structure - Back Contact - Back Junction

Solar cell is an electronic tool which converts sunlight into electricity. There are different kinds of solar cells (examples: GaAs Thin film, InP cell, CdTe cell [8]) but silicon based solar cells are used commonly, because the less complicated technology used for their production (BC-BJ). Standard solar cell consists on a large p-n junction, with a uniformly doped base or bulk region and a diffused opposite doped region called emitter [9] (Table 1 and Fig. 1).

<table>
<thead>
<tr>
<th>Name</th>
<th>Pitch (µm)</th>
<th>Ni thickness</th>
<th>SiO₂ thick1</th>
<th>FSF thick</th>
<th>Emitter width</th>
<th>Al thick</th>
<th>Em. Al width</th>
<th>Emitter width</th>
<th>BSF width</th>
<th>BSF Al width</th>
<th>Bulk thick</th>
<th>SiO₂ thick</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>1000</td>
<td>0.069</td>
<td>0.027</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
<td>50/100</td>
<td>770</td>
<td>120</td>
<td>50</td>
<td>300</td>
<td>0.1</td>
</tr>
</tbody>
</table>

2.2 Operation

a. Photoelectric Effect General

When light illuminates a piece of metal, the light causes electrons to the metal surface begin to move and these electrons are detected as a change in electric charge of the metal or as an electrical current. For this reason, they are called photo light and electricity for power (Fig. 2).

¹ https://www.ucsusa.org/clean-energy/renewable-energy/barriers-to-renewable-energy#.W0Y0UtL0lPY.
There is a simple explanation for this phenomenon where the revolutionary physical concepts that exist today and are nowadays used. In terms of composition of quantum mechanics, the light is known as the “wave-particle duality” of nature [10].

b. Photoelectric Effect Semiconductors

Metalloids or commonly known as semiconductors are interconnected by covalent bonds, thus electrons are more difficult time in the movement, compared with metals. This makes the conduction band of metalloids (semiconductors) is significantly different from the filled valence band of metallic elements.

The electron emission silicon bonds involve removing electrons silicon-silicon. As in the vast majority of semiconductors, high purity silicon conducts current only when

Fig. 1. Architecture of a typical solar cell Back contact - Back Junction

Fig. 2. Photoelectric effect.
a high voltage is applied. This energy is used to jump electrons valence band to the conduction band [11] (Fig. 3).

![Diagram of n-type semiconductor](image)

**Fig. 3.** The n-type semiconductor.

### 2.3 Figures of Merits

**a. Short-circuit current**

$(J_{sc})$ of a solar cell is a function of incoming photon absorption within the solar cell. In a solar cell ideal, the technologies related to optical effects are not known. These effects are reflected in the front surface metallization grid shading, transmission through the silicon wafer and the parasitic absorption in the dielectric layers or silicon regions with high doping [12] (Fig. 4).

![Jsc-Voc curve](image)

**Fig. 4.** $J_{sc}$–$V_{oc}$ curve of a solar cell showing the short-circuit current.

**b. Open-circuit voltage**

$V_{oc}$ for draw power from a solar cell there has to be a finite voltage drop across it. Theory and experimental data suggest that as this voltage increases the electron hole product and recombination rate throughout the cell increase.
The maximum open circuit voltage is obtained when the recombination process throughout the cell is kept at a minimum; it is possible to eliminate recombination via bulk defects by having defect free substrates of silicon.

The open-circuit voltage is exposed on the IV curve be (Fig. 5).

\[ FF = \frac{V_{OC} - \ln(V_{OC} + 0.72)}{V_{OC} + 1} \]  

**c. Fill Factor**

FF is a measure of maximum power output that can be obtained from a solar cell. It is a very important parameter for a cell. Fill factor is heavily dependent on the open circuit voltage of the cell.

This dependency is somewhat monotonic. Therefore this particular parameter is limited by the limitation of open circuit.

\[ FF = \frac{V_{OC} - \ln(V_{OC} + 0.72)}{V_{OC} + 1} \]  

**d. Efficiency**

According to [11], the efficiency of the cell quantifies the fraction of solar energy that it converts into electrical energy. In principle it depends on two parameters.

The generation of current by absorbed incident illumination and the loss of charge carriers via so-called recombination mechanisms. A built in \( p-n \) diode separates charge carriers of opposite polarity, and drives the light-generated current through the cell and to the terminals.

Finally, several solar cells will be electrically connected and encapsulated as a module. In mathematical terms the efficiency \( \eta \) of a solar cell is given as

\[ \eta = \frac{P_{out}}{P_{in}} = \frac{FF \times V_{OC} \times J_{SC}}{P_{SUN}} \]  

---

**Fig. 5.** \( J_{SC}-V_{OC} \) curve of a solar cell showing the open-circuit voltage
3 Results

The work present to increase contact to the issuer’s and with this will see if the efficiency is improved. First, it increases a contact 50 µm and then 100 µm to see which the comparison of these two cells is (Table 2 and Fig. 6).

<table>
<thead>
<tr>
<th>Name</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-circuit current ($J_{sc}$)</td>
<td>40.25 mA/cm²</td>
</tr>
<tr>
<td>Open-circuit voltage ($V_{oc}$)</td>
<td>0.6754 V</td>
</tr>
<tr>
<td>Fill factor ($FF$)</td>
<td>81.032%</td>
</tr>
<tr>
<td>Efficiency ($\eta$)</td>
<td>22.027%</td>
</tr>
</tbody>
</table>

**Table 2.** Results first

Symmetrical element or the device simulator to find a solution, it needs to solve all equations at each mesh point. Since solar cells are large area devices with relatively smaller thickness, to model the entire solar cell, it would require a huge number of mesh points to be solved. Therefore simulating the entire device is not feasible, even in two dimensions (Table 3 and Fig. 7).

**Fig. 6.** Element of symmetry – two contact of 50 µm
4 Conclusions

The highest solar cell efficiency of 22.109% for distance 500 µm, was achieved, in the case of contact 100 µm.

The highest solar cell efficiency of 22.152% for distance 500 µm, was achieved, in the case of contact 50 µm.

Fill Factor (FF) trend as a function of distance between contacts exhibits 0.142% between the 2 curves.

Efficiency trend as a function of distance between contacts exhibits a 0.042% between the 2 curves this behaviour is explained for taking the trend of fill factor.
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Abstract. The paper considers the possibilities of artificial neural networks and deep machine learning in the problem of predicting the physicomechanical properties of functional materials. It is shown that the popular deep neural network VGG with high accuracy solves the problem of hardness classification of metal alloy on the basis of iron. The prospects of building a generative adversarial network that is able to predict the structure of the alloy with predetermined physicomechanical characteristics are discussed.
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1 Introduction

Works on creation a new functional materials that can withstand loads under certain conditions, dictated by the design element, where they are supposed to be used, are conducted in the laboratories of materials technology at present time. In this work it is extremely important to analyze the microstructure of materials which in most cases is reduced to the analysis of microsections. A microsection – it is a sample with a specially treated surface to detect the microstructure of the material/metal. Digital images of the microsection surface are obtained by an optical microscope in the visible range, an electron microscope or, for example, by atomic force microscopy.

The analysis of the microsection provides a more complete picture of the state of the material and its properties at the macro and micro levels, and also allows you to control a range of physicomechanical properties without separate tests for each of them. A serious drawback of this approach is that the analysis requires the involvement of highly qualified experts in the field of materials technology and solid state physics. It should also be taken into account that the result of the analysis is subjective. At present, it becomes obvious that to improve the efficiency and objectivity of identification of material properties it is necessary to use modern mathematical methods of data processing and artificial intelligence algorithms to solve the problems of classification and identification of the material microstructure.

Functional materials are built for a specific design of the machine or mechanism. Therefore the volume of production of such materials unlike, for example, structural
steels is not so large. In such conditions it is very important to consider the time and financial costs of research and preparation of the production technology of such materials. Automated intelligent analysis of microsections allows to reduce these costs, but cannot help in the process of selection of chemical composition and methods of thermomechanical processing, which lead to the creation of functional material with the desired properties. The purpose of this work consists in the construction and training of convolutional neural networks that can predict physicomechanical properties of the material at the images of the microstructure.

Within the framework of the developed approach, the task is to build an intelligent tool capable of generating the structure of the material with predetermined physical and mechanical characteristics. Such a tool can become the core of a materials scientist’s recommendation system, which will help to carry out a purposeful search for a method of manufacturing a functional material, using a minimum number of experiments.

2 Related Work

There are successes in the recognition and spatial localization of objects by machine learning methods based on convolutional networks, first proposed by LeCun [1]. With millions of pre-classified images collected in bulky databases of annotated images, such as ImageNet or COCO, and the back propagation method the results were really impressive [2–4].

Modern methods are also used in metallurgy. The problems of classification of microstructures are solved mainly. For example, in [5] the problem of classification of high-carbon steels by their microstructure using the VGG-16 network is studied. For training, testing and verification the base of sections’ images of the CMU-UHCS (Carnegie Mellon University Ultrahigh Carbon Steel) taken by an electron microscope (the base contains 961 marked images divided into 7 categories) is used. In [6] an attempt to classify low-carbon steels is made. The training set of Material Engineering Center Saarland (MECS) was used. In [7] recognition of dendritic microstructures on the digital images of the microsections is performed. The training set was formed on the basis of microimages of the DoITPoMS project (Dissemination of it for the promotion of Materials Science) of the University of Cambridge.

Convolutional networks are successfully used in similar problems in the sense of determining surface defects. In the work [8] with the help of MPCNN (CNN with max-polling of subsampling layers) the problem of classification of surface defects of steel pipes is set and solved. Later, the authors [9] solved a similar problem of classification of surface defects of steel sheets. In [10, 11] the method of detection of defects on the surface of rails is investigated.

The purpose of the work consists in the construction and training of a convolutional neural network able to predict the physicomechanical properties of the material at the images of the microstructure. Within the framework of the developed approach the problem of constructing a generative-adversarial network (GAN) [12, 13] able to represent the structure of the material with predetermined physicomechanical characteristics is posed. In [14] is shown that with the help of trained on textures convolutional network it is possible to calculate quite accurate characteristic of texture recorded
in the form of Gram’s matrix. Components of the matrix are obtained from the cores of convolutions belonging to different levels of the network. In the work a well-known pre-trained VGG-19 is used. The author argues that his approach is much more accurate and flexible than the description of the texture by a two-point correlation function. By applying noise and other transformations, it is able to generate textures similar to the original using a convolutional network. The author [15] used this technique to analyze and generate the microstructure of metals and alloys (Fig. 1). Noise, scaling and rotation were used during generation.

The network constructed and trained in the work will be the basis for the construction of generative and discriminant parts of GAN.

3 Training Dataset and Learning Process

To solve the problem the VGG-16 architecture was chosen as the most proven convolutional neural network in this area. A pre-trained version of the network with an input image of size $256 \times 256$ was selected. The process of preparation the training set and the learning process of the network are described below.

3.1 Training Dataset

The primary data for the training set was prepared by the staff of the Institute of Nanosteels of Magnitogorsk State Technical University in the frame of international project Horizon 2020. The data was represented by 758 digital annotated images of
metal alloy sections based on iron of different chemical composition and grain-phase structure. The images were made using an electron microscope with different powers from x1000 to x20,000. Examples of images are shown in Fig. 2. The images were annotated with physicomechanical characteristics measured during the tests.

![Fig. 2. Images of microsections from the training sample: (a) ferritic-carbide mixture, (b) secondary troostite-sorbite + chromium carbides, (c) lamellar pearlite + granular pearlite, (d) lower bainite](image)

The samples were tested for hardness and strength to determine the physicomechanical properties and the following characteristics were established: microhardness, conditional yield strength, time resistance, elongation, relative contraction. Tests were carried out at room temperature. The manufacture of the sections was performed before the test for the unloaded sample.

During the process of preparing the training set of available images with the help of various transformations, learn and verification sets of 8200 and 2000 images were formed, respectively. This was done in order to increase the learning set and the accuracy of recognition. The learning set was divided into classes on microhardness. Classes of microhardness and distribution of the learning set on them are presented in Table 1.

### 3.2 Learning Process

The Keras framework in conjunction with the TensorFlow machine learning library was chosen as a software platform for the implementation of the network.
The learning was conducted on a hardware platform with the following characteristics: CPU Intel Core i7, 1x GPU GeForce GTX 1080. We used a VGG16 pre-trained network with ImageNet weights. Tuning was conducted during 200 epochs. One computational experiment took 9 h. Network learning lasted no more than 525 iterations. The calculation of accuracy was performed every epoch and is equal to the percentage of correctly recognized images from the testing set formed from the learning set using random selection. Figure 3 shows a graph of the accuracy changes in the learning process. At the end of learning, the network recognition accuracy reached 62.5%. Figure 3b shows the dependence of the change of the error function on the epoch number.

![Graph of accuracy changes](image1.png)

![Graph of error function](image2.png)

**Fig. 3.** Learning process: (a) accuracy changes, (b) changes of the error function

From Fig. 3 it can be seen that the learning process is typical for this kind of problems and does not have any features.

### 4 Results and Discussion

On the whole it is shown that the chosen approach to the study of the problem of predicting the physicomechanical properties of materials gives positive results. The resulting accuracy of the method according to different estimates is shown in Table 2.
Further development of the approach is in the use of generative-adversarial network in the problem of forecasting the microstructure of the material with the given physicochemical properties. Networks of this kind consist of generative and discriminant parts. The purpose of the generative part is to create various modifications of the microstructure $G(z)$, where $z$ – vector of undetected variables, which is a vector of small dimension, the values of which are random variables that evenly distributed in a certain interval. The discriminator $D(x)$ assesses the proximity of the microstructure $x$ to the real data (to the data on which it was learned). In the process of finding a solution it is necessary to find a minimum of joint error $V(G, D)$ in the problem

$$\min_G \max_D V(G, D) = E_{x \sim d(x)} (\log (D(x))) - E_{z \sim p(z)} (\log (1 - D(G(z))))$$

where $E$ – loss function, e.g. cross-entropy.

The network learned in this work which belongs to the class of convolutional networks is used as a discriminator. Generative-adversarial network in which is used a convolutional network is called DCGAN (Deep Convolutional Generative Adversarial Networks).

The question of the formation of the generative part of the GAN should be referred to the discussion issues. First, the strategy of generation of new microstructures should be directed to the given values of target indicators, for example, on microhardness. It remains unclear how to ensure this now. Second, on the one hand, following the authors of [15] for the generation of the microstructure Gram’s matrix is used taken from the network’s convolution layers. This approach has shown high accuracy and that is main it has been tested in the problem of microstructure synthesis. However, there is a different approach. It consists in using the deconvolution network [13]. This approach is simpler in implementation and has a lot of applications in solving various problems. Further studies will compare these two approaches.

### 5 Conclusions

In the work the convolutional neural network that can analyze images of the microsections of alloys based on iron and carry out the classification of the microstructure on the microhardness with a precision of 93% on a test and 62.5% on the verification set for the evaluation of top-1 error was built and learned.
The problem of creating a recommendation system based on the learned network and GAN architecture is set in the work. A generative model that is able to generate variants of microstructures with the desired production capacity and utility was discussed. In the future, it is expected to implement and compare different approaches to the construction of the generative part of the GAN.
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Abstract. Food products are one of the most important elements in the international commerce. They are also one of the most regulated markets, both at national and international level. The potential damage that inadequate food products may cause in the economy, public health or natural environment of any country turns them into a very controlled commercial flow. However, methodologies, processes and instruments to apply these controls and trace the flow of food products through the several countries and states they can pass, are very complex and inefficient. Cultural and administrate problems, language conflicts or lost documents are only some of the main issues future digital food technologies should address. Therefore, in this paper it is proposed a traceability system for food products in the international commerce, based on Blockchain networks and RFID tags. Using REST interfaces, NoSQL databases and JavaScript code it is implemented a distributed solution to collect, sign and store trustworthy information about the food product flow. A security system is also deployed to guarantee the fault-resilience and the access only by authorized users to the system. A first implementation of the proposed system is also described in order to validate the described solution.
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1 Introduction

Digital traceability solutions have been studied from the early years of twenty-first century, when Radio Frequency Identification techniques [1] were applied to provide with unique identifiers to all kinds of everyday objects, devices, services and products.

In these first digital approaches, traceability systems included different standard SQL databases [2] (one per agent managing the products under control), where relevant information was stored according to the local laws and available technology. However, no centralized data repository was usually considered, and even some agents could still maintain a traditional physical register if no digital solution was available.
Food products, which are under more strict sanitary controls than the traditional commercial limitations, are probably the elements to which the most advanced traceability solutions are applied [3]. In this situation two very relevant interests converge: on the one hand governmental administrations need to prevent public sanitary emergencies and, in the event of one, they have to be able to locate the origin in the fastest possible manner; on the other hand, food-related companies desire to guarantee the reputation and quality of their products, to ensure the increase of their markets and their economy.

In that way, many different initiatives to find traceability solutions to solve problems of traditional technologies have been reported: Smart Farming [4], the Internet of Food [5], etc. However, no proposal fulfills all requirements for successful food traceability systems. Namely:

i. The system must be unique and distributed. Several different agents must be able to insert information, but only trustworthy data must be accepted.

ii. The system must be flexible to adapt to the different local regulations and information types that may be part of traceability records.

iii. Information stored in the system cannot be modified under any circumstances. In that way, automatic information generation systems are preferred in order to avoid human errors.

Considering the previous requirements, we argue that Blockchain [6] is a valid solution to develop the future digital food product traceability. Blockchain is a decentralized system composed of an undefined number of geographically sparse nodes, which are able to agree on the global state of the system, through the creation of a chain of linked information blocks which are impossible to modify once stored and consolidated. Although different Blockchain technologies have been reported in the last years, to develop digital traceability systems, Ethereum [7] (a technology to develop, deploy and execute SmartContracts) is the most adequate.

Therefore, the objective of this paper is to design a digital traceability system for food products, based on Ethereum technologies, SmartContract and RFID tags [8]. Information will be stored in centralized databases which are accessed by Ethereum contracts through special connectors named as “oracles” and JavaScript programs.

The rest of the paper is organized as follows: Sect. 2 describes the state of the art on traceability systems and Blockchain solutions; Sect. 3 describes the architecture and implementation of the proposed digital traceability system; Sect. 4 presents an experimental validation using an initial prototype and virtual Blockchain networks; and Sect. 5 concludes the paper.

2 State of the Art on Traceability Systems and Blockchain Solutions

During the last years different proposals to digitalize traceability systems (in particular those for food products) have been reported. These solutions are focused on determining the physical location of any product at any state in the supply chain.
First, innovations in hardware technologies may be found. These techniques include from measuring equipment to new identification tags [9]. Discussions about problems associated to the use of barcodes are also common [10], what justifies the extensive use of RFID tags. Miniaturized tags and specialized readers, to be used in specific markets such as the fresh fish Danish market [11] or the Parmigiano cheese Italian market [3], have been also reported. Second, software tools to create trustworthy distributed traceability systems may be also found. These solutions include electronic identification systems (EID) [12] and specific software programs such as QualTrace, Food Track or Enterprise Quality Management. More scientific approaches such as semantic technologies for food traceability are also available [13].

Finally, most modern innovations on food traceability consist of advanced measuring systems. These systems include mechanisms to obtain information about the product quality and safety [14]; algorithms for environmental monitoring [15], and techniques to attach geospatial information to traceability data [16].

However, all the previously cited proposals maintain the same problems than traditional traceability systems in respect to information losses, trustworthiness, etc. In this work we argue the solution to these problems might be Blockchain. In respect to Blockchain applications, as it is a very innovative technology, only some works have been reported until now. Basically, five different application types may be distinguished: data storage management [17, 18], identity management [19], rating systems [20] and lottery and banking applications [21]. The last group is composed by good and data trading systems (kind of simple traceability solutions) [19, 22].

The proposed technology in this work continues the ideas presented in the last group of the previously referred articles.

3 A New Digital Traceability Systems Based on Blockchain

The general architecture of the proposed solution may be seen on Fig. 1. As can be seen, the proposed architecture is composed by six main components.

- Tagged products: Food products are provided with unique digital identifiers stored in RFID tags. Tags are usually passive, as active technologies are more expensive and potentially toxic due to the use of batteries.
- RFID reader: Composed of two elements, a microcontroller and a RFID antenna or receptor. The microcontroller activates the reader which generates a magnetic field. This field causes the tags included in the products to transmit the stored unique identifier.
- Node.js server: A JavaScript server containing three different scripts. The first script is a web server which obtains information from the database and checks its validity through functions in the SmartContract. This web server generates a web site where information is displayed to be consulted by users. The second script is in charge of receiving the information from the RFID reader, and the third one is responsible for storing the information automatically in the database through the SmartContract and the oracle. Each one of these scripts is executed in a different port.
Blockchain network: It refers to an Ethereum network where two SmartContracts are deployed. The first one contains all functions to store new information in the database and checks the validity of a certain retrieved information from this repository. The second contract is part of the oracle (the connector).

Oracle: An oracle is a component which is able to insert external information into the Blockchain network. This component includes two modules, a SmartContract acting as connector in the Blockchain network and a PHP server where two scripts are executed (a PHP script and a JavaScript file).

Database: It is the repository employed to store and to maintain the traceability information. Because of the type of information to be stored and the flexibility required to the system a NoSQL database is the most appropriate technology for this proposal.

The behavior of the proposed system is as described below. The RFID reader obtains the unique identifier of a food product when it is inside its reading area. Then, through the Internet and using wireless communications, the information about this product is sent to the Node.js server, where the “Insert Script” receives the data. These data are enriched with time and/or location information, and are sent to the Ethereum network where a SmartContract is deployed with the appropriate function to receive this information. The smart contract communicates with a second contract which acts as oracle’s connector. The information is, then, sent to an external database using an event listener which continuously looks for updates and new information to be stored, and a PHP script which codified the algorithms to interact with the database. Periodically, and using cryptographic hash functions and digital signature techniques, the state of the database is stored in the SmartContract to act as an agent guaranteeing the validity and trustworthiness of stored data.

If a user needs to consult some traceability information, then he connects to a web server running into the Node.js server. This web server retrieves the corresponding
information from the database and, using the appropriate checking techniques in the
digital signature infrastructure, evaluates the coherence of the obtained data. If all
verification processes are successfully finished, the information is presented to the user.

As said, security techniques, in particular digital signature technologies are basic to
make the proposed solution work in the adequate manner. These techniques are usually
supported by Public Key Infrastructures (PKI), which guarantee a high protection level.
In particular, the following security mechanisms are considered in the proposed system
to be fault-resilient:

- Communications through the Internet are based on REST interfaces and HTTP
  messages which are implemented using the secure HTTPS protocol.
- The SmartContract includes modifiers in all functions to make them only reachable
  by authorized users. This security function is supported by user/password mech-
 anisms and KPI employed to authenticate and identify entities during operation in the
  Blockchain network.
- Information in the database can only be injected through the SmartContract and the
  oracle. Following this scheme, the SmartContract must contain information about
  the entire flow for the food products, but it is guaranteed that no false information is
  stored in the repository.
- Traceability information stored in the database is “summarized” using anti-collision
  hash functions and stored in the SmartContract periodically. In that way, the
  validity of the retrieved information is always guaranteed by the coherence of
  information in the Blockchain.

4 Experimental Validation: Initial Prototype

In order to evaluate the performance of the propose system, a first initial prototype is
built and deployed (see Fig. 2). The proposed prototype is composed of a NodeMCU
LoLin V3 (ESP8266) microcontroller and a RFC522 RFID antenna to create the RFID
reader. WiFi is selected as wireless communication technology to send the information
to the “Data receptor” script running in port 3000 in the Node.js server. This script
communicates using HTTP messages and a REST interface with the “Insert script”
running in port 1337. The web server is running in port 80 as traditionally. Node.js
server is implemented using Express technology.

Contracts are developed using Solidity language. In this first implementation no
real Ethereum network is considered, so contracts are deployed in a virtual Blockchain
network created using the Ganache software. This software runs a network which can
be accessed through the port 7545.

Finally, MongoDB, a NoSQL database, is selected, which can be easily accessed
from JavaScript and PHP programs.

Using this prototype an experiment was carried out. Although different parameters
could be measured, scalability property is the most relevant in this phase. In real food
product traceability systems, thousands of readers may be accessing to store new
information at the same time. It is very important to guarantee to all them the access to
the database and to investigate the limits to this number in the proposed solution.
To perform the proposed experiment it is employed a 64-bit 1570 Linux Ubuntu 16 operating system, with an Intel i5 processor and 8 GB of RAM memory. As this hardware configuration is not specifically designed to support heavy virtual deployments, the different readers accessing to the Ethereum network are simulated using a unique C++ program. For each considered number of RFID readers in the system, it is evaluated the number of successful transactions (see Fig. 3).

As can be seen, the success rate is 100% until almost reaching the number of 1800 readers in the system. Then, the success rate starts going down, crossing the standard threshold to consider a technological system is working (50%) for (approximately) 6000 readers in the traceability system.
The decreasing speed is stabilizing as the number of readers goes up. For a number of readers around 2000 the decreasing speed is very high, but it is reduced in a 50% (approximately) in the environment of six thousand readers.

5 Conclusions and Future Works

In this paper we present a new traceability system for food products in the international commerce, based on Blockchain networks and RFID tags [23]. Using REST interfaces, NoSQL databases and JavaScript code it is implemented a distributed solution to collect, sign and store trustworthy information about the food product flow. A security system is also deployed to guarantee the fault-resilience and the access only by authorized users to the system.

A first initial real prototype is also deployed using virtual Blockchain networks and hardware nodes based on the Arduino platform and wireless communication technologies (WiFi). Results show that a success rate is 100% until almost reaching the number of 1800 readers in the system, which is a good value for traceability in international commerce.

Future works should consider new proposals about enhanced Blockchain [24] networks such as Algorand [25]. New prototypes and implementations (and experiments) considering real Blockchain networks will be also addressed in future works. Prosumer environments to define SmartContract and all the related logic without requiring programming skill must be also investigated.
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Abstract. The hazardous environments such as underground spaces (coal, salt, minerals mines), research laboratory or test centers are dangerous to work in, especially because of air quality, small and difficult to access spaces and in some cases highly explosion hazard due to instant events such as combination of explosive gases or substances. Environmental data acquisition and wireless communication prior to human access in these spaces or sometimes instead of human access, is life savings. The system we propose is low cost, handy, a real time data acquisition and duplex wireless data communication. The first module is mobile data acquisition robot equipped with camera and a network of sensors. It is remotely handled by a person’s hand equipped with the second module that consists of a gyroscope and accelerometer sending movements data and receiving video streaming related to space and environmental acquired data.
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1 Introduction

There are many spaces dangerous to work in due to environmental health condition and many others difficult or even forbidden to be accessed due to unexpected or fatal events. Acquiring environmental data and sending them from these spaces can be sometimes a reliable solution and more important, human life saving. Environmental data acquisition and wireless communication prior to human access in these spaces or sometimes instead of human access, is life savings. We designed and simulated a duo-module system that is remotely handled by an operator with the support of a gyroscope and accelerometer, acquires environmental data and sends those wirelessly to the operator in real time.

2 Description of the System

As for the functional point of view, the system proposed by us is composed of two modules as shown in the block diagram (Fig. 1).
The first one, a robotic mobile platform performs a series of movements in the workspace (forward, backward, left or right). It is based on remote human operator control in a manner that depends only by the operator’s hand movements through the simple use of a glove that includes a gyroscope.

The other module is responsible for data acquisition based on a network of sensors that are capable of acquiring sensible data of environmental factors from special areas considered to be either hazardous due to emissions of natural gas, or due to the fact of releases of dangerous substances to the workspace.

![Block diagram – the monitoring system](image-url)
In order to achieve our goal, we used two Arduino microcontroller boards, both for prototyping the robot remote control system, that is built around an ATmega328P chip and offers the programmer everything needed to achieve an automation system.

It provides a 16 MHz ceramic resonator for dealing with time issues, a series of digital input/output pins can be used to control a wide range of motors such as: DC motor, servo, stepper motor based on PWM modulation or an RF transceiver or an Wi-Fi module for communication purpose and a series of analog pins that can be used to acquire data from sensors such as: environmental parameters or orientation of an object in space using a gyroscope [1], all in a programmable device ready to use that can be programmed based on C language using the USB interface integrated on any ordinary computer to load the program developed by user into embedded microcontroller [2].

The mobile robot used by us provides a relatively simple mechanical implementation with only 3 wheels, of which only two are driven by DC gear servomotors, the third wheel being useful when turning left or right because it can also move on the horizontal axis. Research in the field shows that in order to maintain optimum contact with the soil, especially in the case of uneven surfaces, the required number of wheels is three greater, requiring a suspension system to achieve the same performance [3].

In order to control the direction and speed of the robot we used a driver motors based on a H-bridge Dual Motor Controller that can drive two servomotors in the same time based on the PWM signal received from the Arduino board microcontroller. The driver motors based on H-bridge is useful because it is a current amplifier that converts a low current control signal into a higher current signal [4] since the Arduino board microcontroller can supply a maximum output current of 40 mA per pin [5] and a current between VCC and GND pins limited to 200 mA [6], which proves to be insufficient to control the servomotors.

The supply voltage required for Arduino-based robot operation can be provided directly from an external power source based on a battery that ensure a voltage of 9 V because the Arduino board has a built-in voltage regulator that limits the voltage to 5 V required for most modules compatible with Arduino [7]. In order to have a single power supply for the robot, we have powered the Arduino Board from the driver motors by connecting the voltage input pin - VIN on the Arduino board to the +5 V pin supplied from the driver motors [8].

2.1 Arduino Software – IDE

The Arduino Integrated Development Environment or Arduino Software (IDE) contains a code-writing editor, a message area, a text console, a toolbar with common function buttons and a series of menus.

The Arduino IDE is a cross-platform application written in Java which is derived from the IDE made for the Processing programming language and the Wiring project. It is designed to introduce programming to any new programmer who is unfamiliar with software development. It includes a code editor with features such as syntax highlighting, brace matching, and automatic indentation, and is also capable of compiling and uploading programs to the board with a single click.
The Arduino IDE comes with a C/C++ library called “Wiring”, which makes many common input/output operations much easier. Arduino programs are written in C/C++ [9].

2.2 The Sensors Network

Real-time acquisition of sensible data of environmental factors that may be present at a particular time in the workspace from special underground areas is a priority to be considered in risk management to be able to act properly in accordance with the field acquiring data to prevent the errors that can may be arise in taking the decisional measures in case of rescue operations. Therefore, we propose to implementing within our mobile robot a network of wireless low cost environmental sensors compatible to Arduino able to monitor: temperature and humidity, presence of carbon monoxide, and flammable gases, especially methane, the presence of sources of ignition that can generate a fire.

The sensor used to detect temperature and humidity is a hybrid sensor that operates at low energy (3 V–5 V) like most Arduino compatible modules, it can measure the humidity based on the resistor and the temperature based on the NTC component, offers a fast response in time, is immune to interferences, and the fact that it is provided with a single analog data pin for the acquisition of both environment parameters represent an advantage for Arduino board pins management [10]. With respect to the range of measurement values, the sensor can measure temperatures in a range of 0 to +50 °C and humidity in a range of ± 5.0% RH [11].

In order to detect gas leakage in special in underground spaces we implement into the robot low cost gas sensor that is designed for industrial or domestic environment monitoring that can be usefully to detect gasses such as: propane, butane, methane, alcohol and hydrogen. This sensor is also usefully in our monitoring process because it is sensible at smoke [12]. From the constructive point of view, this sensor is based on sensitive component that contains an adjustable resistor and a protective resistor integrated on board that can detect target gas leakage based on the variation of the resistance of the sensitive component [13]. The gas sensor used by us operate at +5 V with a low current consumption of just 40 mA which makes it ideal for use with an Arduino board as a digital or analog data input and as an important advantage it can detect methane emissions with high accuracy between 300 and 10000 ppm according to the datasheet provided by the manufacturer [14].

Because of lethally potential represented by the presence in the air of the carbon monoxide that can present at a time in particular due to an accident in special underground spaces that evolving an incomplete combustion of any organic materials such as: wood, butane, propane and other natural gasses or even by underground machinery malfunction such as air compressor that supply fresh air in workspace, was also necessary to implemented on the robot a carbon monoxide detection specialized sensor that can accurately measure the concentration of this gas in the air which if it remain undetected it present potential to harm the human health because it’s particularly that it present: carbon monoxide gas is odorless, colorless, tasteless and nonirritating and is lethally after 1–3 min at a concentration in the air between 12–13,000 ppm or after an hour at a concentration of 1600 ppm [15].
With regard to the construction details of this type of sensor, the sensing component of the measuring circuit consists of two parts: the heating circuit on one side providing the time control function and the output signal circuit that responds to changes of resistance detected on the surface of the sensor [16]. As same in the case of the gas sensor, the carbon monoxide sensor can be connected for supplying data output to any digital or analogue pin from Arduino board and it operates at a +5 V with a low current consumption at only 40 mA and has a high sensitivity for carbon monoxide detection ranging from 20 ppm to 2000 ppm [17].

2.3 The Module with Gyroscope

In order to be able to control the robot into environment that we want to monitoring based on a method that to be able to replicate the hand orientation in space and to transpose it into control commands that we can use in robotics for locomotion purposes in accordance with visual data acquired in real time from the camera kit, we implemented on a glove an intelligent sensor, that can be integrated into our application developed with Arduino, that is based on an I2C motion processor with 6-axis that incorporates a 3-axis gyroscope and a 3-axis accelerometer along with a Digital Motion Processor (DMP) all on one system-on-chip device. The MEMS motion tracking device features programmable gyroscope and accelerometer designed for fast and slow movement’s precision tracking.

The motion processing unit incorporates MotionFusion algorithms which will also access external sensors and magnetometers through the auxiliary master I2C bus. The possible applications of this type of intelligent component can to include: development of device that based on wearable sensors or development of smart applications in case of tablets or smartphones in specially for counting steps operations by a mobile processor to display the numbers of calories burned or the quality of sleep and up to could play intelligent games that is dependent for acquired data from sensors. The Platform will extract the motions that are associated and unload the sensor management from the operating system to provide an application program interface (API).

2.4 Video Streaming and Communication

In order to remote control the robot we need to purchase real-time video streaming from the workspace to be monitored and for this purpose we used a low cost special kit based on Arduino microcontroller that can be mounted directly on the robot frame and that offers video streaming capabilities based on a mini camera that can be connected as a daughter card on the board using GPIO pins header and that can capture 2MP full resolution JPEG still image, even stream low resolution at fairly framed video over network via WIFI module embedded on board which operates at a frequency of 2.4 GHz or the data can be directly save to local SD/TF card.

The kit is suitable for portable application, it can be powered from micro-USB or using battery and has built in lithium battery charging circuits with of capacity of +3.7 V and 0.5 A maximum current.

The special kit based on Arduino present a series of key features: 32 bits microcontroller with low power consumption and RISC type architecture [18]; operate at a
high frequency clock speed of 80 MHz and can be boost at a frequency of 160 MHz when Real Time Operation System (RTOS) is enabled [17]; supports Arduino sketch script to be programmed and is suitable for android application [19].

The following block diagram shows the connection diagram of our kit based on Arduino microcontroller used for the acquisition of streaming video for real-time monitoring purposes either on a personal computer or on an Android-based device.

2.5 NRF Module

Transceiver NRF uses the 2.4 GHz band and it can operate with baud rates from 250 kbps up to 2 Mbps. If used in open space and with lower baud rate its range can reach up to 100 meters. The radio modules include a 2.4 GHz RF transceiver and a logic that supports a high-speed SPI interface for data connection and exchange.

The module can use 125 different channels which gives a possibility to have a network of 125 independently working modems in one place. Each channel can have up to 6 addresses, or each unit can communicate with up to 6 other units at the same time. Power consumption of this module is just around 12 mA during transmission, which is even lower than a single LED. The operating voltage of the module is from 1.9 to 3.6 V, but the other pins tolerate 5 V logic, so easily we can connect it to an Arduino without using any logic level converters.

So, once we connect the NRF modules to the Arduino boards we are ready to make the codes for both the transmitter and the receiver [20].

3 Software Description and System’s Simulation

In order to achieve our goal of monitoring in the real-time the potentially hazardous environment to prevent unpredictable or fatal events that may occur at a time in the workspace we implemented all that was necessary for a good integration powered by C/C++ programming language of both modules to be able to supply the one hand a bidirectional communication required for control operations and the other hand for data acquisition related to existent environments parameters.

From the need to get visual stimuli from the environment we implemented a software solution that allows us to capture video streaming based on a WiFi network using the HTTP protocol to be able to control the robot from a safe distance so that we are not exposed to the hazards unanticipated.

Regarding radio-frequency based wireless communication between modules we developed a software solution by implementing the SPI communication protocol that can check the status of connection between of the modules and which can transmit commands from the transmitter module based on gyroscope that will generate data depending on its position in space and that can give certain commands to DC gear servomotors that acting the robot to change the direction of movement or to perform a turn. Due to bidirectional communication benefit our solution can receive environmental data from sensors network that are placed on the receiver module directly on the transmitter module to analyze and display them. To demonstrate the functionality of the proposed system we also performed a simulation into an environment specialized in
design and testing of the embedded system of the two modules handled in this paper for monitoring of a special underground environment (Fig. 2).

4 Conclusions

There are many workspaces that may endanger the health of workers or can be areas where personnel rescue is necessary to be send in missions during the event of a fire outbreak, for example. Therefore, the danger of harming rescuers during saving operations due to lack of information that otherwise could not be directly obtained from the work environment, is eliminated.

This system we propose is a low cost, handy, a real time data acquisition and duplex wireless data communication duo-module, one of which is managed with one hand by a remote operator. The other one sends video streaming of spaces, acquire and sends environmental data as well. It consists of a sensors networks acquiring data such as temperature and humidity, gasses (propane, butane, methane, alcohol and hydrogen) and carbon monoxide, as well.
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Abstract. Cryptocurrency appears to be a trending payment as well as an investment asset. The substantial number of investors are willing to allocate their wealth in such specific asset in 2018. That led to the increase of the demand on cryptocurrency, which subsequently influenced on its prices a lot. Investors are considering such instrument as an alternative investment, an acceptable substitution to ordinary stocks, bonds or commodities. In that case it becomes necessary to clearly determine the approach of estimation of the intrinsic value of such kind of assets. The article examines what type of asset is closer to the cryptocurrency. Moreover, the extent to which traditional methods of assessing financial assets applicable to the cryptocurrencies is also estimated.
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1 Introduction

The cryptocurrency market is without doubt one of the more disruptive elements of the Finance industry in 2017. A couple of years ago, cryptocurrencies seemed like a hi-tech story existing only within a Silicon Valley bubble. But now that the cryptocurrency market is generating fresh headlines every week as the key currencies rise and fall.

Basically, cryptocurrencies are a digital money, created from code. The high level of cryptography lies upon the nature of that virtual payment through the consensus-keeping procedure. The cryptography is a core basis of each particular cryptocurrency. The computer code provides encryption of the unit of currency, which means that strong rules of mathematics significantly raise the level of security within the cryptocurrency’s system. Moreover, the whole system is supposed to be fully independent from government control. The peer-to-peer internet protocol is the core structure that is underlying the entire economy of cryptocurrency market.
2 Literature Review

2.1 Brief Overview of Main Cryptocurrencies

Currently, there exist almost 1381 types of cryptocurrencies with total market capitalization more than $550 bln.

Bitcoin is the first decentralized digital currency. Nowadays it is most famous cryptocurrency and has the largest market share, which is more than 40%. It appeared in 2009 as an open-source software. The Bitcoin protocol uses a trending distributed ledger technology acknowledged as “the blockchain”, which provides users with an opportunity to create peer-to-peer connections with the usage of digital currency. There is no central authority, which is responsible for verifying each particular transaction, so that determination the legitimacy of a conducted transaction is always held by the decentralized system.

Litecoin was an early alternative to Bitcoin and has been launched in 2011. Litecoin offered an innovative algorithm in order to try to simplify the mining scheme to allow every person with basic computer hardware to become a part of a cryptocurrency network. Further with the development of the cryptocurrency market the share of other altcoins has captured a significant part of Litecoin’s capitalization, nevertheless it still has a large market share and some strong network effects.

Ripple significantly differentiates from other cryptocurrencies. The reason is that it is fundamentally a global settlement network that serves the circulation of other currencies such as Ethereum, GBP, EUR, USD, commodities or another asset. The transaction of any settlement requires a fixed amount of fee to be paid in XRP (the basic tokens in Ripple’s system), which are traded on digital currencies’ markets. There is no “mining” on the Ripple network – the permanent supply of 100 bn ripples, that is mostly concentrated within the company serves all goals of system.

Ethereum serves mostly as an open software platform and uses blockchain technology. The system is suitable for program developers as it allows to create and dispose decentralized applications. In the system of Ethereum blockchain, as an alternative to ordinary mining of bitcoin, participants work in order to gain a type of digital token called «ether», which is subsequently used in the network. «Ether» is not only a tradeable digital currency, as it is servicing application developers by paying transaction fees during their operational activity in Ethereum system.

2.2 Survey of Relevant Literature

The amount of academic research literature regarding cryptocurrencies is mostly considered bitcoin as a primary asset, which mostly represent the whole conjuncture of a cryptocurrency market. There is a significant amount of scientific surveys and studies, that were mostly focused on the description of a “Bitcoin” as a kind of a fiat currency rather than a commodity. Another group of researchers has identified and considered its’ commodity-based specifics and named such asset as a “digital gold” which is definitely accurate due to Bitcoins’ origin.

Yermack (2013) deeply analyzed currency-based specifics of the Bitcoin and identified its disadvantages of serving as a fiat currency. Even though I accept such
opinion that all digital currencies (and Bitcoin as well) are not supposed to be an absolute substitution to credit money, it is likely to be possible for them to act as a commodity-based money. I assume that it is necessary to investigate more precisely the intrinsic value of a cryptocurrency in terms of its’ proxies of production. The value which underneath the concept of cryptocurrency could be described from the point of view of the labor and computational power employed in order to mine Bitcoin so that it makes sensible to use a cost-of-production based approach.

Polasik et al. (2014) revealed the intrinsic value of Bitcoin to be a consequence of its acceptance within the investors and the transactional needs of such instrument for its holders. To obtain the model, authors built a regression based on the Google-searches of the word “bitcoin” and number of transactions as independent variables. The price of Bitcoin in the model was a dependent variable. However, their hypothesis according to the number of transactions was rejected due to low value of t-statistics and, hence, the insignificance of the coefficient. Nevertheless, Google-searches variable appeared to be statistically significant with the probability of 95%. Although such results of approve the hypothesis concerning Google-searches significance, I suppose that use of Google-searches results the word “bitcoin” might lead to the spurious correlation. The drastic increase in prices of bitcoin caused an increase in media curiosity introducing it to large number of potential investors, who subsequently gathered all available information through the internet-sources. I would consider the variable of difference of Google trends in «buy bitcoin» and «sell bitcoin» to reveal the proxy of people behavior that reflects the level of demand on bitcoin.

Kim et al. (2016) analyzed the relationship between activity in the forum with the number of transactions from 3 Cryptocurrency such as Bitcoin, Ethereum and Ripple. The results show that remarks and responses in forums and in network societies are influential in the amount of virtual currency deals and affect the opinions of investors.

3 Methodology

3.1 Determination of Variables and Sample Selection

The determination of intrinsic value of a digital currency is an unexplored area in modern economy. Nowadays it serves not only for purposes of an alternative investments, but also could be used in some countries for ordinary everyday transactions for buying or selling goods and services. Nevertheless, Bitcoin gives also an opportunity for speculators to try their best in exploiting its volatility and high growing pace to earn additional profit. In that case several factors should influence prices of Bitcoin.

These variables used include:

Coefficient of Complexity of Mining. “Complexity of mining” is one of the important aspects of mining the cryptocurrency. Although the complexity does not affect the production process itself (the need to use equipment, electricity, software and the mining pool), this process becomes more labor-intensive and complex. With the increasing complexity of mining new coins, the miners need more and more powerful equipment to adapt to such changes. The increase in exploiting computational labor to mine digital currency leads to the growth of its intrinsic value.
The Volume of Transactions and the Number of Active Addresses. As it was discovered by previous researchers, the number of transactions was not significant. Nevertheless, to check the assumption of a currency-based origin of cryptocurrency, two alternative indicators were identified, which can serve as a proxy for velocity. In that case, both were included in the model.

Number of Tweets. This indicator reflects the volume of a specific source of information: Twitter. Cryptocurrency is an innovative tool for alternative investments. Only a limited number of people had full information about it before the period of its rapid take-off. The decision on the purchase and sale of cryptocurrency is made by potential investors based on data obtained from various sources of information, including Twitter. In that case, the number of tweets partly forms the scale of demand for cryptocurrencies. Nevertheless, fundamentally the investor after the detection of information spends a certain amount of time on its processing, and therefore in the model should be used use the lagged number of tweets.

Buy/Sell Difference in Google Trends. Despite the fact that the number of tweets a day reflects the scale of the “hype” around the cryptocurrency, it is also necessary to take into account the desire of investors to buy and sell the cryptocurrency. To do this, an indicator that reflects the mood of investors in the “depth of market” is needed. This indicator was identified by taking the difference between “buy cryptocurrency” and “sell cryptocurrency” searches in Google trends. The result will give an opportunity to determine whether the investor moods push the price up (if the indicator is positive) or down (if the indicator is negative). That indicator should be also taken with a lag in the model, but the lag should be less than the one that was taken in number of tweets. The fundamental reason behind that is that potential investors firstly find an information about cryptocurrency, process it and only after that they google how to buy or to sell cryptocurrency.

The span, that is considered in the research paper, includes the time series data from 11/04/2014 to 11/03/2018. The range combines different periods of Bitcoin’s history, including the rather stable period of 2014 as well as the phase of its tremendous growth in 2017. Most important, investigated variables are fundamentally disconnected, which means, that they are fully independent from each other.

3.2 Hypothesis

H1. Cryptocurrency might be treated as a currency-based commodity.

The participants of Bitcoin system are evaluating such asset themselves through analysis of all available data, gathered from various sources: web-sites, newspapers, articles etc. The opinion of such investors pushes the market prices of Bitcoin. The increase or decrease in intrinsic value of a digital currency in that case becomes a result of the opinion of buyers, who create demand in Bitcoin and quote prices that are acceptable for them, and sellers, who determine the supply and selling prices.

In addition, commodity-based origin of cryptocurrency also need to be examined as the increase in exploiting computational labor to mine digital currency leads to the growth of its intrinsic value.
**H2.** Behavioral finance principles can be used in predicting future value of a cryptocurrency.

The increase or decrease in intrinsic value of a digital currency becomes a result of the opinion of buyers, who create demand in Bitcoin and quote prices that are acceptable for them, and sellers, who determine the supply and selling prices.

**H3.** The regression model could be used in forecasting future value of bitcoin.

The effectiveness of the proposed method for estimating the intrinsic value of a crypto currency (Bitcoin) needs to be determined based on its predictive power. In that case, it is necessary to form a test dataset (excluding a number of historical data) and on its basis to determine the forecast. The resulting forecast should be compared with historical data by calculating RMSE, MAE and MAPE parameters. They will allow to compare the obtained model with previous ones. Nevertheless, it is also necessary to determine the confidence intervals for the proposed model that are also able to reflect its quality.

### 4 Analysis and Discussion

#### 4.1 Building a Regression Model

According to fundamental view on the origin of cryptocurrency, five factors regression model was built for Bitcoin prices. The market price of Bitcoin in USD was used as a dependent variable. The independent variables are:

- Coefficient of complexity of mining
- The volume of transactions
- Number of active addresses
- Number of tweets
- Buy/Sell difference in Google trends

\[
\text{Bitcoin Price} = \beta_0 + \beta_1 \times \text{Mining Difficulty} + \beta_2 \times \text{Transactions Volume} \\
+ \beta_3 \times \text{Active Addresses} + \beta_4 \times \text{Number of Tweets} + \beta_5 \times \text{Buy/Sell Difference} \tag{1}
\]

The adjusted $R^2$ from the obtained regression is high. That means that almost 94.4% of variation in Bitcoin values expressed in USD is appeared to be a result of influence of independent variables of the model.

Although the whole model is good, the coefficient of “Number of tweets” is not significant at $\alpha = 5\%$ according to t-statistic. In that case the model was adjusted and formulate in following way:

\[
\text{Bitcoin Price} = \beta_0 + \beta_1 \times \text{Mining Difficulty} + \beta_2 \times \text{Transactions Volume} \\
+ \beta_3 \times \text{Active Addresses} + \beta_4 \times \text{Buy/Sell Difference in Trends} \tag{2}
\]

The adjusted $R^2$ from the obtained regression is high. That means that almost 94.1% of variation in Bitcoin values expressed in USD is appeared to be a result of influence of independent variables of the model (Fig. 1).
4.2 Discussion of Results

RMSE, MAE and MAPE are chosen as key parameters for comparison between models. They allow to choose the best models among most appropriate. These parameters are supposed to be obtained on a forecasted test-dataset, which includes 12 variables (data for 3 months). The comparison of measures of quality of models proves, that quality of Linear regression model is higher so that it provides better results (Table 1).

According to the obtained results of analysis, the model has several parameters, which helps to answer the main queries of the research by testing the formulated hypothesis.

**H1.** Cryptocurrency might be treated as a currency-based commodity.

In order to check that hypothesis, it was necessary to determine t-statistics of following factors and F-statistics for the groups of those factors.

![Fig. 1. Multivariable linear regression model (Compiled by the author by using lm() and predict() functions in R)](image)

Table 1. Measures of quality of models (Compiled by the author by using accuracy() function in R on the test set of data)

<table>
<thead>
<tr>
<th>Type of model</th>
<th>RMSE</th>
<th>MAE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean forecast</td>
<td>12243.02</td>
<td>11826.22</td>
<td>90.23</td>
</tr>
<tr>
<td>Naive forecast</td>
<td>10747.12</td>
<td>9847.46</td>
<td>88.21</td>
</tr>
<tr>
<td>Random walk forecast</td>
<td>4757.15</td>
<td>3927.57</td>
<td>37.18</td>
</tr>
<tr>
<td>Splines forecast</td>
<td>19272.41</td>
<td>15240.29</td>
<td>133.03</td>
</tr>
<tr>
<td>Exponential smoothing</td>
<td>9928.33</td>
<td>8371.50</td>
<td>78.52</td>
</tr>
<tr>
<td>ARIMA forecast</td>
<td>19545.58</td>
<td>15509.31</td>
<td>135.37</td>
</tr>
<tr>
<td>Neural network #1</td>
<td>18502.51</td>
<td>14310.34</td>
<td>112.81</td>
</tr>
<tr>
<td>Neural network #2</td>
<td>25428.93</td>
<td>21432.22</td>
<td>152.43</td>
</tr>
<tr>
<td>Linear regression model</td>
<td>4251.34</td>
<td>3543.75</td>
<td>33.36</td>
</tr>
</tbody>
</table>
Commodity-based origin: variable, that serves as a proxy of cost of production:
- Coefficient of mining difficulty.

Currency-based origin: parameters, that together serve as a proxy of velocity:
- Volume of transactions
- Amount of active addresses.

According to the model, those variables have following parameters of t-statistic and F-statistic for the whole group of them (Table 2):

<table>
<thead>
<tr>
<th>Variable</th>
<th>t-critical</th>
<th>t-observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coeff. of mining difficulty</td>
<td>1.972</td>
<td>14.986</td>
</tr>
<tr>
<td>Volume of transactions</td>
<td>1.972</td>
<td>19.992</td>
</tr>
<tr>
<td>Amount of active addresses</td>
<td>1.972</td>
<td>4.987</td>
</tr>
<tr>
<td>Group of variables</td>
<td>2.417</td>
<td>811.200</td>
</tr>
</tbody>
</table>

Observed values of statistics are higher in absolute value than critical values, so hypothesis that those factors individually or combined are insignificant is rejected at \( \alpha = 5\% \).

In that case, a justified confirmation that cryptocurrency might be treated as a currency-based commodity is obtained. It means that cryptocurrency (in case of Bitcoin) has intrinsic value, which is definitely consists of two main parts:

- Commodity-based part: coefficient of proxy of production determines the fact that the increase in exploiting computational labor to mine digital currency leads to the growth of its intrinsic value.
- Currency-based part: coefficients of proxy of velocity determine the fact that the intention of people to buy goods or services with Bitcoin or make an investment in it increase transaction volumes and amount additional active users.

**H2.** Behavioral finance principles can be used in predicting future value of a cryptocurrency.

In order to check that hypothesis, it was necessary to determine t-statistics of behavior-based factor. In the basic model two factors were considered:
- Number of tweets
- Buy/Sell difference in Google trends.

 However, due to the insignificance of “number of tweets” factor, the main variable to be considered is “Buy/Sell difference in Google trends”. According to the model, that variable have following parameters of t-stat: t-critical = 1.972, t-observed = 2.150.

 Observed values of statistics are higher in absolute value than critical values, so hypothesis that behavior-based factor is insignificant is rejected at \( \alpha = 5\% \).
In that case, a justified confirmation that the price of cryptocurrency substantially depends on the willingness of investors to buy or to sell it, so principles of behavior finance are applicable in determining of its intrinsic value.

**H3.** The model could be used in forecasting future value of bitcoin.

In order to check that hypothesis, it was necessary to conduct two steps of analysis. Firstly, according to the measures of quality of all examined models the linear regression model is better in comparison with others, which means that it provides better and more reliable results. Secondly, the confidence intervals were build and shown following results with the probability of 95% for last 1 month of data (4 periods) (Table 3).

<table>
<thead>
<tr>
<th></th>
<th>Lower bound ((\alpha = 5%))</th>
<th>Upper bound ((\alpha = 5%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 week of February 2018</td>
<td>7 669.55</td>
<td>10 782.40</td>
</tr>
<tr>
<td>4 week of February 2018</td>
<td>8 516.38</td>
<td>11 629.23</td>
</tr>
<tr>
<td>1 week of March 2018</td>
<td>9 808.14</td>
<td>12 920.99</td>
</tr>
<tr>
<td>2 week of March 2018</td>
<td>8 543.73</td>
<td>11 656.58</td>
</tr>
</tbody>
</table>

The confidence intervals are too broad, which leads to substantial difficulties in forecasting of prices of the Bitcoin, which is also increased by significant volatility of most variables included in model. In that case the hypothesis is rejected as the model is not suitable for explicit forecasting.

Nevertheless, model can explain volatility of bitcoin price and allows to check its relative value (whether the Bitcoin is overvalued or undervalued) so that it could be useful for potential investors.

## 5 Conclusion and Recommendations

This analysis could be applicable in practice as well as in theory. Bitcoin mining, unlike fiat currencies, has the unique feature of being produced as a commodity asset by being mined trough using computational power. However, unlike most produced commodities, Bitcoin has an opportunity to be used as a fiat currency, instrument of payment for goods or services.

The obtained model could be used by potential investors in order to make a decision of including Bitcoin in their portfolio. Nevertheless, there are several areas for future researches, that could improve and expand the scientific knowledge of this topic.

First of all, considering changes in cost of sources of production will allow to explore the variable “mining difficulty” more precisely.

Second of all, there are several variables that were not included in the model and could be tested in another researches in order to attempt to obtain better and more precise results.
Third of all, it is necessary to consider other cryptocurrencies as they have different nature than Bitcoin and, in that case, could be treated differently.
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Abstract. In 2016, more than the 80% of transactions in the Forex market (where the world’s currencies trade) have been directed by robots. The design of profitable automatic trading systems is becoming a challenging process. This requires a strong synergy of economists and computer scientists. Our aim is to provide an optimization framework for trading systems that starting from a generic strategy, enhances its performances by exploiting mathematical constraints. Moreover, the growth of new markets requires suitable solutions integrating computer science tools with economic analysis. In this work, we mainly refer to an emerging market known as Binary Options. Starting from basic strategies used every day in the stock markets by professional traders, we show how optimization issues enhance the outcomes performances. Tests on the optimized algorithms are conducted on both historical and real time data.
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1 Introduction

The increasing of computing capacity and the development of sophisticated hardware, together with the development of the economic science called Technical Analysis [15, 17], are the main ingredients for the birth of High Frequency Trading (HFT) [4]. This refers to the current trend in the stock markets to program robots that automatically interact with the market itself in order to sell and buy stock options or commodities. The frequency of operations is extremely high, impossible to achieve by human beings, as well as they operate 24 h a day. It implies that even extremely small variations to the prices of the contracts involved can be remarkable due to the high number of operations performed. In 2016, more than the 80% of transactions in the Foreign Exchange (FX, [10]) market - where the world’s currencies trade - have been performed by robots (see the white paper by the US Commodity Futures Trading Commission [11]). This phenomenon has increasingly become a central factor in the management of market fluctuations. The players involved are users, brokers and financial institutions. Users are anyone who wants to invest. The brokers are responsible for buying the quotations of some assets and making them available to users. An asset is intended as each thing, material or immaterial, likely to be evaluated. In the FX market, for instance, an asset is any currency that can be traded. The financial institutions provide the payments and the prices of the various assets.
Over each asset there are different ways to invest, here we consider the Binary Options [9, 16]. This is a very young and particular market where who invests does not buy or sell a contract of an asset, but rather bets on the fluctuations that will occur. The bets can be CALL or PUT: within a fixed time, CALL (PUT) means that one bets on the price to increase (decrease). After the bet is placed, one has to wait the fixed amount of time in order to achieve a gain or a loss. The success of a Binary Option is thus based on a YES/NO proposition, hence binary. If the bet is successful then the gain is given by a certain percentage called payout; otherwise the entire investment is lost. Actually, also nil trades can occur when the price remains unchanged. The payout is not fixed, but might vary during the price fluctuations. It depends on various factors: the current volume of trading; the time of the day; the type of betting (1 min, 3 min, 5 min, 30 min). However, the payout variations are closely related to the broker by which one operates. Reasonable values for the payout are on average around 70%–80%. There are plenty of strategies [4, 6, 12] to try to predict fluctuations, that have been studied and experimented. Some are based on the Fundamental Analysis [7], that measures the quality and the potential growth of a company/asset. However, from the computer science point of view, more interesting is the Technical Analysis [15, 17] that aims to predict fluctuations on the basis of historical behaviors. The main rule that governs the markets is that to some extent history repeats. Starting from a well-known strategy (by economists), we show how algorithmic optimization can be effective.

2 Notations and Terminology

In this section, we introduce some essential financial resources that we need in order to describe the trading strategy. The technical analysis is mainly based on bar charts, here we consider the so-called Japanese candles [14], see Fig. 1.

Given a generic asset $A$, candles are formed observing the fluctuation of $A$ within a fixed time period $t = [t_1, t_2]$. A candle is defined by four prices: opening (price at time $t_1$), closure (price at time $t_2$), maximum (maximum price reached in the interval) and minimum (minimum price reached in the interval). If a candle satisfies the condition opening < closure (closure < opening) then it is named a bull (bear) candle. We represent a bull (bear) candle in white (black), a nil candle has no body. A sequence of white (black) candles is named a bullish (bearish) trend. Figure 1 (right) shows a bar...
chart as a sequence of candles. In the example we suppose the time period defining candle $i + 1$ has not yet terminated. All candles before $i + 1$ compose the set $X$. In order to obtain forecasts on candle $i + 1$ we may refer to $n$ candles $X_i$, suffix of $X$, for some constant $n$. Each candle $x_i$ in $X_i$ is identified by a vector with the four prices that define the candle itself: opening, closure, maximum, minimum. These prices are used by particular functions, named indicators and oscillators, to forecast fluctuations of the chosen asset $A$.

3 Trading Systems

In general, strategies differ between those that follow the current trend (bearish or bullish), or those that operate counter the current trend. Both approaches make use of indicators and oscillators. Leaving aside the financial aspects and focusing on the mathematical ones, we can see indicators and oscillators as particular functions with several variables defined on the price fluctuations. Indicators aim to predict the future trend of the prices. Oscillators are an important category of indicators. Their aim is to detect points of excess of bearish or bullish, or the weakening of the current trend. They are named oscillator because their value oscillates between a fixed range. Generally, the domain of these functions is a price in the set $X_i$, instead the codomain of these functions is closely related to the particular indicator or oscillator. In this section, we need to introduce an indicator and an oscillator that will be used in the strategy we design for Binary Options. The known strategy presented, is based on the Bollinger Bands (BB, see [5]) indicator, and on the Relative Strength Index (RSI, see [13]) oscillator.

Bollinger Bands (BB). This indicator provides the calculation of a simple moving average (SMA) and of two standard deviations $\sigma_+$ and $\sigma_-$ from the SMA. We formalize the indicator as a function: $BB_{\{p,w\}}(X_i) := \{ma_i, \sigma_{i+}, \sigma_{i-}\}$, where: $i$ is the index of the last candle of a bar chart one refers to; $p = |X_i|$ is the period for the moving average calculation, generally 20 candles; $w$ is a factor for the calculation of the standard deviations, generally 2. The domain of the indicator is the set of closure prices $c_j$ of the candles $x_i$ in $X_i$, the codomain is a vector $\{ma_i, \sigma_{i+}, \sigma_{i-}\}$, where: $ma_i$ is the moving average relative to the $i$-th candle; $\sigma_{i+} := ma_i + (w \cdot \sigma_i)$, $\sigma_{i-} := ma_i - (w \cdot \sigma_i)$, and $\sigma_i$ is the square root of the fraction between the squared differences of the closing prices of candles $j$ and $i$, with $j = i, \ldots, i - p$, and $p - 1$. The idea behind BB is: if the closure price of the last candle goes over $\sigma_{i+}$ or under $\sigma_{i-}$, then the market will get in a tense situation, from which it should reverse the current trend.

Relative Strength Index (RSI). This oscillator provides the calculation of two moving averages over the differences between the opening and the closure prices of a given set of bearish candles $X_b$, and bullish candles $X_w$. We could formalize the oscillator as a function $RSI_{\{p,os,ob\}}(X_w \cup X_b) = s_i$, where: $i$ is the index of the last candle of a bar chart one refers to; $X_w$ and $X_b$ are two sets of the same cardinality of white and black candles, respectively, before candle $x_{i+1}$; $p = |X_b| = |X_w|$; is the period for the moving average calculation, generally 14 candles; os is the so-called over-sold
limit, that is a bound for considering the current trend dictated by ‘too many’ selling operations; \( ob \) is the so-called over-bought limit, that is a bound for considering the current trend dictated by ‘too many’ buying operations. The domain of the oscillator is the difference between opening and closure prices of the candles in the sets \( X_w \) and \( X_b \), the codomain is a value \( s_i \) ranging in \([0, 100]\). Value \( s_i \) is the result of the calculus \( 100 - \left( \frac{100}{1 + RS} \right) \), and \( RS := \frac{m_{i, +}}{m_{i, -}} \); where: \( m_{i, +} \) is the moving average of the absolute value of the difference from opening and closure prices of the last \( p \) white candles, \( x_j \) in \( X_w \); \( m_{i, -} \) is the moving average of the difference from opening and closure prices of the last \( p \) black candles, \( x_j \) in \( X_b \). Finally, we need to fix the over-sold and over-bought limits, generally 30 and 70, respectively. The idea behind RSI is: if the oscillator breaks over (under) the over-bought (over-sold) limit, then the market should reverse the current trend.

Algorithm 1 BB-RSI Reversal Strategy

1: Set the asset \( A \) and the candles formation time \( t \)
2: Set values \((p, w)\) for BB and \((p', \text{os}, \text{ob})\) for RSI
3: Set the amount \( b_i \) and the expire time \( t_e \)
4: while \( A \) is open do
5:     while a new candle \( x_i = \{o_{x_i}, c_{x_i}, l_{x_i}, h_{x_i}\} \) on \( A \) is closed do
6:         Calculate \( BB_{(p, w)}(x_i) = \{ma_i, \sigma_{i, +}, \sigma_{i, -}\} \)
7:         Calculate \( RSI_{(p', \text{os}, \text{ob})}(x_i) = s_i \)
8:         if \( c_{x_i} \geq \sigma_{i, +} \) then \( \triangleright \) if the closure price \( c_{x_i} \) is upper standard deviation \( \sigma_{i, +} \)
9:             if \( s_i \geq ob \) then \( \triangleright \) if RSI value \( s_i \) is over the over-bought limit \( ob \)
10:            result = SendOrder(PUT, \( b_i, t_e \))
11:         if \( c_{x_i} \leq \sigma_{i, -} \) then \( \triangleright \) if the closure price \( c_{x_i} \) is lower standard deviation \( \sigma_{i, -} \)
12:             if \( s_i \leq \text{os} \) then \( \triangleright \) if RSI value \( s_i \) is under the over-sold limit \( os \)
13:             result = SendOrder(CALL, \( b_i, t_e \))

3.1 BB-RSI Strategy

Algorithm 1 shows the pseudo-code of the strategy we consider for our optimization intents. At the beginning (Lines 1–3) we need to set some parameters that will be used by the algorithm. These settings will condition the behavior of the strategy, and our purpose is to check if it is possible to discover some optimal configurations to enhance the strategy performance. In Line 1 we set the asset \( A \) and the candles time \( t \). In Line 2, we set the parameters for the BB indicator and the RSI oscillator. In Line 3 we set the amount \( b_i \) to invest, and the expire time \( t_e \) of the investment (i.e. the time during which the order remains on the market). The indicator and oscillator settings will determine the number of operations that the strategy could make. Lines 4–13 implement the reversal strategy. The While cycle at Line 4 can run ‘forever’. The While cycle at Line 5 is executed until a new candle is ready. In Lines 6–7, the BB and RSI values are calculated, respectively. Lines 8 and 11 are devoted to check ‘when send the signal for the PUT or the CALL orders, respectively.
The If control at Line 8 checks if the price of the closure of a candle \((x_i)\) is over the upper standard deviation \((\sigma_{i+})\), that is a tense situation. The If control in Line 11 checks if the price of the closure of a candle \((x_i)\) is under the lower standard deviation \((\sigma_{i-})\), that is another tense situation. Lines 9 and 12 are devoted to a confirmation for the PUT or the CALL signals, respectively. The If control in Line 9 checks if the value \((s_i)\) of the RSI is over the over-bought limit \((ob)\), this is used as a confirmation of the PUT signal sent by the engine. Similarly, as a confirmation of the CALL signal, there is the If control in Line 12. Lines 10 and 13 are designed to send an order; result will contain the outcome of the operation, after the expire time \(t_e\).

### 3.2 Evaluation Parameters for a Trading System

In the evaluation of a trading system we are interested in the profitability of the strategy. This is a central factor, but other parameters must be considered. Let \(n = w + l + nil\) be the sum of winning, losing, and null trades, respectively.

**Net Profit (NP):** indicates the profit accrued by the strategy. Suppose that each trade can gain \(g_+\) or lose \(g_-\). As in Binary Options we can assume \(g_+\) and \(g_-\) as constants, the net profit is given by \(NP := (w \cdot g_+) - (l \cdot g_-)\);

**Max Draw Down (MDD):** indicates the maximal loss of the strategy. Given an initial balance \(b_1\), if the set \(B = \{b_1, b_2, \ldots, b_n\}\) maintains the evolution of the balance during the strategy execution, then we need to calculate \(MDD := \{\max_{b_i, b_j}\in B(b_i - b_j) | b_i > b_j, i < j\}\);

**Profit Factor (PF):** indicates the risk of the strategy. It is expressed by the ratio between the average of the gains and the average of the losses. Since in Binary Options we assume \(g_+\) and \(g_-\) as constants, \(PF := (w \cdot g_+)/(l \cdot g_-)\);

**Winning (W%) and Losing (L%):** these parameters are strictly related to Binary Options. W% and L% are simply given by \(w/n\) and \(l/n\), respectively.

### 4 Test and Optimization

Our purpose is to enhance the performance of the strategy provided by Algorithm 1 by means of optimization issues. In particular, considering W% or L%, we look for suitable settings of the indicator and oscillator variables. Maximizing W% (or similarly minimizing L%) may provide reasonable thresholds for judging the strategy as profitable. During our tests we make the following assumptions:

(i) **Average Payout \((p_{\alpha})\):** suppose an ideal broker pays the trades with some different payouts \(p_1, p_2, \ldots, p_k\) that vary during the fluctuations. We could consider as weights the frequencies of the payouts \(w_1, w_2, \ldots, w_k\). So the average payout is a good approximation of the payout;

(ii) **Breakeven Level:** there is a relation between the average payout \(p_{\alpha}\) and the number of the winning trades \(w\). With an investment \(i\), each winning (losing) trade produces a gain \(g_+ = i \cdot g_\alpha\) (a loss \(g_- = i\)). To find the minimum level for which the
strategy is profitable, we need to guarantee \( w \cdot g_1 - l \cdot g_1 > 0 \). If \( p_a = 75\% \), we obtain $ (w \cdot i \cdot 75/100) - (l \cdot i) > 0 $, that holds for \( W\% > 0.571 \).

The testing phase is a simulation of the strategy over a given historical period. We formalize the test as \( S(H) = \delta \), where: \( S \) is a simulation function, \( H \) is the historical data period \( (BB_{p,w}, RSI_{p',os,ob}) \) is the indicator and the oscillator used by the strategy, \( \delta \) is an evaluation parameter. The optimization process can be seen as a system of simulations \( O(BB, RSI) \), in which we fix the asset \( A \), the time for the candles formation \( t \) and the historical data period \( H \); then we iteratively execute the strategy tuning the involved variables. Each simulation \( S'(H) \) in the system \( O(BB, RSI) \) produces a different \( \delta \) that as first approximation relates to \( W\% \). Each execution of the system generates a set of configurations of type \( c_i = \{(p_i, w_i), (p'_i, os_i, ob_i)\} \), concerning BB and RSI settings. Now we are interested in the elements \( c_i \) maximizing \( W\% \). Note that the search space of the system \( O(BB, RSI) \) is rather extensive. Each variable involved by the strategy varies in a bounded interval. Suppose that \( p \in P, w \in W, p' \in P', os \in OS, ob \in OB \), then the number of simulations in the system are exhaustively given by: \( |P| \cdot |W| \cdot |P'| \cdot |OS| \cdot |OB| \). If more indicators or oscillators are introduced, the behavior can become drastically expensive. Moreover, the larger is \( H \) the more trustable are the obtained results. A period \( H \) of 5 years is reasonably extended. However, not only we want to be profitable along the whole period \( H \), but we aim to gain each year composing \( H \).

To overcome all such requirements, we proceed in two phases. First we choose \( H = \{h_1: 2013, h_2: 2014, h_3: 2015, h_4: 2016, h_5: 2017\} \). We consider each year \( h_i \), instead of the entire period \( H \). In this way, the execution of \( O(BB, RSI) \) is faster and we obtain a differentiation about the tested configurations. In particular, we obtain a set \( C_H := \{C_{h_1}, C_{h_2}, C_{h_3}, C_{h_4}, C_{h_5}\} \). Each element \( c_j = \{(p_i, w_i), (p'_i, os_i, ob_i)\} \) contained in a generic \( C_{h_i} \) is a configuration produced by the optimization for the \( i \)-th year. In the second phase, we look for configurations with ‘good’ performances for the entire period \( H \). To this respect we select from each \( C_{h_i} \), the best elements \( c_j \) that satisfy two properties during \( H \):

- **P1 (Over Breakeven):** \( c_j \) must be profitable, that is \( g_1 - g_1 > 0 \);
- **P2 (Irrelevant Gains):** the number of trades must be greater than some fixed parameter \( \omega \) to guarantee that the gain of \( c_j \) is relevant.

On each configuration satisfying P1 and P2 we execute a final simulation by considering the entire period \( H \), and as evaluation parameters \{NP, MDD\}.

## 5 Experimental Results

In this section, we experimentally show how our optimization can enhance the performance of the BB-RSI strategy over extended historical data. Also, we provide the effectiveness of our results, showing the performance of our optimized strategy on a real time trade system, currently operating. Tests on historical data are made on an in
tel core i7-5500U @ 2.4 GHz with 4 GB DDR3, Windows 10 Education x64.
The software used is Meta Trader 4 [2]; Algorithm 1 was implemented in Meta Quotes Language 4 (MQL4, see [1]). We execute $O(BB, RSI)$ on the last five years $H$, considering the asset $A = EUR/USD$ (the price of euros in US dollars) and $t = 1$ min for the candles formation. The variables involved by the strategy vary in the following discrete intervals: $p$ in $[10, 50]$, $w$ in $[0.3, 2.6]$, $p'$ in $[5, 20]$, $os$ in $[25, 35]$, $ob$ in $[65, 75]$.

The interpretation of the data is based on an initial balance of 1000 $, an average payout $p_{\text{a}}$ of 75%, and an investment of 100 $ for each bet. The optimized configurations obtained by the first step of our approach provide the restricted ranges for the involved variables shown in Table 1. The outcome is shown in Table 2 along with the number of trades performed. The best setting is thus $c_1$ where NP is maximized and MDD is minimized, even though W% is slightly smaller than that achieved in $c_2$.

Table 1. Best settings achieved for the entire period $H$.

<table>
<thead>
<tr>
<th>Period</th>
<th>$p$</th>
<th>$w$</th>
<th>$p'$</th>
<th>$os$</th>
<th>$ob$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$: 2013</td>
<td>{19–26, 32, 33, 35, 40, 41}</td>
<td>{2.0–2.5}</td>
<td>{18–20}</td>
<td>{25–27}</td>
<td>{69–75}</td>
</tr>
<tr>
<td>$h_2$: 2014</td>
<td>{25, 30, 31, 34, 36–38, 40, 41, 47, 50}</td>
<td>{1.8–2.5}</td>
<td>{17–20}</td>
<td>{25–28}</td>
<td>{72–75}</td>
</tr>
<tr>
<td>$h_3$: 2015</td>
<td>{10, 15, 26–29, 30, 33, 36, 50}</td>
<td>{1.3, 1.9–2.5}</td>
<td>{16–20}</td>
<td>{25–28}</td>
<td>{70–75}</td>
</tr>
<tr>
<td>$h_4$: 2016</td>
<td>{22, 25, 38–41, 45, 47}</td>
<td>{2.0–2.5}</td>
<td>{17–20}</td>
<td>{27–30}</td>
<td>{72–75}</td>
</tr>
<tr>
<td>$h_5$: 2017</td>
<td>{18, 19, 24, 25, 28, 30, 33, 35, 48, 49}</td>
<td>{1.9–2.5}</td>
<td>{19, 20}</td>
<td>{25–28}</td>
<td>{72–75}</td>
</tr>
</tbody>
</table>

Table 2. Restrictions on ranges for the involved variables headings.

| Configuration $c_i := \{(p, w), (p_t, os, ob)\}$ | NP $|$ MDD $|$ # trades | W% |
|-------------------------------------------|-----------------|-----------------|-----|
| $c_1 = \{(39, 2.2), (17, 27, 73)\}$     | 68275           | 2975            | 14180 | 59.89 |
| $c_2 = \{(31, 2.3), (18, 28, 74)\}$     | 56950           | 3575            | 10753 | 60.16 |

![Fig. 2. Balance evolution in the period 2 January–15 June 2018 of the BB-RSI strategy under configuration $c_1$, starting with 1000 $ and bets of 100 $ each.](image-url)
Fig. 2 we show the effectiveness of our approach by reporting the balance evolution of a real-time trading system currently operating on the basis of $c_1$.

6 Conclusion and Future Work

We have shown how optimization issues are effective for the setup of a trading system for Binary Options. It might be reasonable to think about other markets and/or other assets for which multi-criteria optimization is required. Other approaches and methodologies could be applied to further enhance the behavior of a strategy or to provide completely new strategies. For instance, we are thinking about applying martingale approaches [3] that could be effective in Binary Options due to the relation of such a market with gambling. Other emerging markets require deep investigations. An example is about crypto-currencies [8], even though the lack of historical data might be critical.

Acknowledgments. Special thanks go to Simone Ciancone for his expertise and useful discussions. The work has been supported in part by the GNCS-INdAM project 2018 “Anti-Social Networks”.

References

1. mql4 documentation. https://docs.mql4.com
Russian Banks Credit Risk Stress-Testing
Based on the Publicly Available Data

Davit Bidzhoyan¹,²(✉) and Tatyana Bogdanova¹,²(✉)

¹ National Research University “Higher School of Economics”, Myasnitskaya st. 20, Moscow, Russian Federation
bidzhoyan_david@mail.ru, tanbog@hse.ru
² Springer Heidelberg, Tiergartenstr. 17, 69121 Heidelberg, Germany
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1 Introduction

There are many definitions of the concept of stress testing. According to the Bank of International Settlement (BIS), stress testing is “a variety of methods that are used by financial institutions to assess their vulnerability to exceptional but plausible events.” The Bank of Russia defines stress testing as an assessment of “the potential impact on the financial stability of a credit institution of a number of specified changes in risk factors that correspond to exceptional but plausible events.” According to the International Monetary Fund, stress testing is nothing more than “methods for assessing the sensitivity of a portfolio to significant changes in macroeconomic indicators or to exceptional but possible events” [1]. Stress testing tools have been successfully integrated into the risk management systems of individual banks (microprudential stress testing) and the banking system as a whole in Central Banks (macroprudential stress testing). The final distribution of stress testing was after the financial crisis of 2008, during which many large banks collapsed (for example Lehman Brothers among many others). At now, many international organizations, as well as central banks of many countries carry out stress testing on a regular basis. Thus, European Banking Authority (EBA) on an annual basis, starting in 2011, conducts stress testing of risks of the largest European banks, for example 2011 EU-wide stress test results [2], according to the developed methodology [3]. Basel Committee of Banking Supervision (BCBS) developed the principles of stress testing for individual financial institutions and for supervisory authorities. The US Federal Reserve, since 2009, has been implementing
the Supervisory Capital Assessment Program (SCAR) annually. In addition, at the legislative level, the Dodd-Frank Act of Stress-Testing (DFAST) according to which stress testing of banks with total capital of more than $10 billion conducted, and the Comprehensive Capital Assessment and Review (CCAR) program, which analyzes the financial condition of banks whose total assets exceed $50 billion. Stress testing is one of the key components of the IMF carrying Financial Stability Analysis Program (FSAP) program, which examines the financial systems of countries [4]. The actual issue is the publication of information on the results of stress testing. A number of authors are advocates of disclosure, while other authors actively oppose [5, 6].

As a rule, stress testing is conducted by the supervisory authorities and the banks themselves to identify the bank’s ability to absorb losses in stressful situations. However, the results of stress testing can be useful to investors and clients when choosing a bank for investment, as they give an information of the financial statement of the bank in adverse situations. Thus, for conducting independent stress testing, investors may use only published bank reports. The purpose of this study is to develop an integrated approach to stress testing of the credit risk of a Russian commercial bank on the basis of public bank reporting. Within the framework of this work, the process of developing stressful scenarios is omitted.

The rest of the article consists of the following paragraphs: in the second paragraph gives a brief review of the literature on the methodology of stress testing. In the third paragraph, the data source on the basis of which credit risk stress testing of a Russian commercial bank is described, as well as the limitations in which the results of stress testing are consistent. In the fourth paragraph, a method for modeling indicators is provided. In the fifth paragraph we propose an algorithm for calculating the capital adequacy ratio of a bank. In paragraph 6, the areas for future developments are designated, and in conclusion the main conclusions on the work are indicated.

2 Relation to Literature

In the context of stress testing, one of the fundamental issues is the choice of risk factors, which, if worsened, will check the financial state of the bank. In most cases, under stress testing of credit and market risks, macroeconomic variables act as risk factors [4]. However, a more detailed analysis of the structure of assets and liabilities allows you to identify really stressful indicators. It should take into account the sectoral, regional structure of assets, urgency and sources of liabilities.

For the most part, the methodology of scenario stress testing is based on econometric models, with the help of which the predicted values of the analyzed variables are obtained under certain specified scenarios. Regression models of time series, binary choice models, vector autoregressive model and error correction model, simulation modeling, etc. are applied [7, 8].

Particular attention in the stress-testing is given to the development of scenarios. In work [4], current stress testing methodologies used by international organizations and central banks of developed countries that use only 2–3 stress scenarios and do not evaluate the plausibility of the scenarios criticized. A limited number of scenarios can lead to false positive conclusions, since with the same degree of plausibility of different
scenarios, the results of stress testing can vary significantly. Authors classify such methodologies as first-generation stress tests, while second-generation stress tests apply many different scenarios and estimate their plausibility, for example, using the Mahalanobis distance or the Kullback-Leibler divergence. However, this approach can lead to computational difficulties. Therefore, the authors of the article propose an approach for selecting scenarios that satisfy the “Worst Plausible Stress Scenario” principle. In [9], in addition to the Mahalanobis distance, the Bregman distance [10] or f-divergence is also proposed, introduced by [11].

Also in the academic literature, indicates the need to take into account the discount rates in the sale of assets. In paper [12] the analysis of the impact of discount factors at stress testing of credit and market risks of small and large banks is given. It is alleged that large banks are forced to sell their assets to the trade book at a discount, in view of large volumes, while small banks are not.

A number of papers [13–15] within the framework of stress testing for the purposes of maintaining capital adequacy, in addition to capital management, also consider the management of the RWA structure necessary. In [12], a hypothesis is proposed that in order to reduce the denominator of the formula for calculating the capital adequacy it is first necessary to sell the assets with the highest risk factor.

3 Data

3.1 Banking Reports

Official public financial reporting is the basis for conducting stress testing of the credit risk of a Russian commercial bank. The data are published on the Bank of Russia website1. The following reporting forms are used:

- 0409101 “Balance Sheet”;
- 0409102 “Profit and Losses Statement”;
- 0409123 “Calculation of own funds (capital) (Basel III)”2;
- 0409135 “Information on mandatory standards”.

Table 1 shows the variables needed to carry out stress testing of credit risk, extracted from the above reporting forms.

The characteristics of credit risk are the portfolios LLPs (hereafter LLP – Loan Loss Provision). There are two types of portfolios: a consumer loans portfolio, which includes all types of loans granted to individuals, and a corporate portfolio, granted to legal entities. As part of stress testing, it is assumed that the LLPs at the time of the beginning of stress testing are formed in full3. The peculiarity of the formation of reserves is that a large part of the reserves is formed on the account “45818” of balance sheet. However, the structure of the LLPs on loan portfolios is unknown. In this paper,

---

1 www.cbr.ru/credit/forms.asp.
2 Before 01.2014 the form 0409134 “Calculation of own funds (capital)” was adopted.
3 We also impose other assumptions such as shareholders cannot invest their funds to raise a capital. Securities and bonds are not re-evaluated.
it is proposed to divide the *LLPs* formed on the account “45818” by loan portfolios, based on the share of overdue debt for each loan portfolio in the total overdue debt.

\[
llp_{i,458} = \frac{llp_{458} \times odl_i}{odl_{corp} + odl_{ret}}
\]  

(1)

where

- \( llp_{i,458} \) – loan loss provision at the “45818” balance sheet item; \( i: \) “corp” – corporate portfolio, “ret” – retail;
- \( res_{458} \) – loan loss provision, reflected in account “45818”;
- \( odl_{corp} \) – overdue loans of the corporate portfolio;
- \( odl_{ret} \) – overdue loans on the portfolio of retail loans.

The total volume of *LLPs* for each portfolio is the sum of the *LLPs* reflected in the accounts of each portfolio type and the *LLP* for each portfolio type, calculated by formula (1). The formula for calculating the total amount of provisions for portfolio \( i \) is presented on the formula (2):

\[
llp_{i,all} = llp_i + llp_{i,458}
\]  

(2)

where

- \( llp_{i,all} \) – total loan loss provision; \( i: \) “corp” – corporate portfolio, “ret” – retail;
- \( llp_{i,458} \) – loan loss provision, reflected in account “45818” for \( i \) portfolio;

**Table 1** Data for credit risk stress testing and their sources

<table>
<thead>
<tr>
<th>Variable</th>
<th>The reporting form</th>
<th>Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retail loans</td>
<td>0409101</td>
<td>loan_ret</td>
</tr>
<tr>
<td>Retail loan loss provision</td>
<td>0409101</td>
<td>llp_ret</td>
</tr>
<tr>
<td>Retail overdue loans</td>
<td>0409101</td>
<td>odl_ret</td>
</tr>
<tr>
<td>Corporate loans</td>
<td>0409101</td>
<td>loan_corp</td>
</tr>
<tr>
<td>Corporate loan loss provision</td>
<td>0409101</td>
<td>llp_corp</td>
</tr>
<tr>
<td>Corporate overdue loans</td>
<td>0409101</td>
<td>odl_corp</td>
</tr>
<tr>
<td>Overdue loan loss provision</td>
<td>0409101</td>
<td>llp_45818</td>
</tr>
<tr>
<td>Corporate deposits</td>
<td>0409101</td>
<td>dep_corp</td>
</tr>
<tr>
<td>Funds on corporate accounts</td>
<td>0409101</td>
<td>acc_corp</td>
</tr>
<tr>
<td>Individual deposits</td>
<td>0409101</td>
<td>dep_ind</td>
</tr>
<tr>
<td>Funds on individual accounts</td>
<td>0409101</td>
<td>acc_ind</td>
</tr>
<tr>
<td>Total capital</td>
<td>0409123</td>
<td>cap</td>
</tr>
<tr>
<td>Liquid assets</td>
<td>0409135</td>
<td>la</td>
</tr>
<tr>
<td>Highly liquid assets</td>
<td>0409135</td>
<td>hla</td>
</tr>
<tr>
<td>( H_{1.0} ) capital adequacy ratio</td>
<td>0409135</td>
<td>H1.0</td>
</tr>
<tr>
<td>( H_{1.1} ) common equity Tier1 ratio</td>
<td>0409135</td>
<td>H1.1</td>
</tr>
<tr>
<td>( H_{1.2} ) common equity Tier2 ratio</td>
<td>0409135</td>
<td>H1.2</td>
</tr>
</tbody>
</table>
$llp_i$ – loan loss provision for $i$ portfolio, reflected in correspondent accounts.

### 3.2 Macroeconomic Variables

Within a proposed framework of credit risk stress-testing macroeconomic variables are chosen as a risk factors. We impose macroeconomic shocks to banks financial stability. To carry out stress testing, the following variables used as variables describing the macroeconomic environment:

- GDP growth;
- consumer price index;
- unemployment rate;
- household income growth;
- mean, standard deviation of RTS index;
- mean, standard deviation of MICEX index;
- mean, standard deviation of USD/RUB currency rate;
- mean, standard deviation of MIACR\(^4\) rate.


Selected variables well describe a macroeconomic environment from our point of view.

### 4 Modelling Banking Variables

Modeling of bank indicators within the framework of stress testing is conducted depending on macroeconomic variables. The general specification of the model is as follows (3):

$$y_{jt} = \beta_0 + \sum_{p=1}^{m} \beta_p x_{p,t} + e_{jt}$$

where $y_{jt}$ – $j$ banking variable at time $t$;
- $\beta_0$ – constant;
- $x_{p,t}$ – $p$ macroeconomic variable at time $t$;
- $\beta_p$ – coefficient for $p$ macroeconomic variable, $p = 1 \ldots m$, $m$ – total number of macroeconomic variables;
- $e_{jt}$ – error term of $j$ banking variable at time $t$.

Models are estimates using Least Square Estimator (4):

$$\hat{\beta} = (x^T x)^{-1} x^T y$$

\(^4\) MIACR – Moscow Interbank Actual Credit Rate.
In the case of heteroscedasticity and/or autocorrelation, robust standard errors are used in the residuals (5):

\[
\hat{\text{Var}}(\beta|x) = (x'x)^{-1}x'\hat{\Omega}x(x'x)^{-1}
\]

\[
\hat{\Omega} = \text{diag}(\hat{\sigma}_1^2, \ldots, \hat{\sigma}_t^2)
\]  

(5)

Based on the forecast values of bank variables, stress testing is carried out.

It should be noted that at the stage of modeling indicators, methods of machine learning, neural networks can also be applied. However, the lack of the possibility of interpreting the results of the model, and also, in most cases, the dependence of the final result of the model on the initially chosen point does not allow to fully apply this tool for modeling the indicators. In view of this, the choice of linear regression models is justified.

5 Calculating Capital Adequacy Ratio

In each quarter, the capital adequacy ratio is calculated in the horizon. This procedure is carried out in 3 steps.

At the first step, the capital adequacy ratio is calculated taking into account the necessary addition of LLP, the volume of which is calculated on the basis of regression models. The calculation formula is as follows (6):

\[
H_{1,k} = \frac{C_k - \Delta llp_{corp} - \Delta llp_{cons}}{RWA_k - c_{r_{corp}} \cdot \Delta llp_{corp} - c_{r_{ret}} \cdot \Delta llp_{ret}}
\]

(6)

where \(H_{1,k}\) – \(k\) capital adequacy ratio; \(k = 0\) – total capital, \(k = 1\) – Core Tier 1; \(k = 2\) – Core Tier 2.

\(RWA_k\) – risk weighted assets for \(k\) capital;
\(C_k\) – \(k\) capital;
\(c_{r_{corp}}\) – risk coefficient for corporate loans portfolio;
\(c_{r_{ret}}\) – risk coefficient for retail loans portfolio;
\(\Delta llp_{corp}\) – additional charge of corporate loan loss provisions;
\(\Delta llp_{ret}\) – additional charge of retail loan loss provisions.

In the second step, based on the projected values of the variable resource base, as well as the demand function for the loans of the analyzed bank, the volume of the loan portfolio is calculated. Figure 1 shows the cash flow diagram of the bank that takes into account the inflow (outflow) of the resource base, the demand function for loans, the availability of the necessary capital to meet the capital adequacy requirements and allowances, and the bank’s ability to cover the outflows with liquid funds.

The procedure for determining the forecast value of the volume of the loan portfolio is carried out in three stages.
All investments in assets depend, first of all, on how much the resource base will grow or decrease. At the first stage, the total increment of the variables characterizing the resource base (7) is determined:

$$Q_t = \sum_{j=1}^{4} \Delta P_{j,t}$$

where $Q_t$ – total increase (decrease) of resource base;

$P_{j,t}$ – resource base variable, $j = \{\text{dep\_corp}, \text{acc\_corp}, \text{dep\_ind}, \text{acc\_ind}\}$ at time $t$. Total number of resource base is 4.

If $Q_t > 0$ then it is necessary to go to the second stage. Otherwise, there is an outflow of funds, which are covered by liquid funds.

At the second stage, using the estimated function of demand for loans, the predicted values of loans is determined. If the forecast value at time $t + 1$ is less than at time $t$, the surplus is invested in liquid assets proportionally to their part of total assets $d_i$. Otherwise, go to step 3.

In the third stage, the ability of the bank’s capital to meet capital adequacy standards when investing in loans is tested. If there is not enough capital, the surplus is

---

**Fig. 1** Cash flow diagram
invested in liquid funds proportionally to their part of total assets \( d_i \). Otherwise, it invests in loans proportionally to their part of total assets \( d_i \).

In the third step, the capital adequacy ratio is calculated taking into account newly issued loans (8):

\[
H_{1,k,t,new} = \frac{C_{k,t,new} - cp_{ret} \cdot \Delta loan_{ret,t} - cp_{corp} \cdot \Delta loan_{corp,t}}{RWA_{k,t,new} + cr_{ret} \cdot \Delta loan_{ret,t} \cdot (1 - cp_{cons}) + cr_{corp} \cdot \Delta loan_{corp,t} \cdot (1 - cp_{corp})}
\]  

(8)

where \( C_{k,t,new} \) – capital \( k \) at time \( t \) taking into account additional charge of loan loss provision of existing loan portfolios;

\( cp_{ret} \) – provision coefficient of retail loans portfolio;

\( \Delta loan_{ret,t} \) – retail loans portfolio increase at time \( t \);

\( cp_{corp} \) – provision coefficient of corporate loans portfolio;

\( \Delta loan_{corp,t} \) – corporate loans portfolio increase at time \( t \);

\( cr_{ret} \) – risk coefficient of retail loans;

\( cp_{corp} \) – risk coefficient of corporates loans;

\( RWA_{k,t,new} \) – risk weighted assets of capital \( k \) at time \( t \) taking into account additional charge of loan loss provision of existing loan portfolios.

If the obtained values of capital adequacy ratios are higher than the normative value equal to 8% of risk-weighted assets and mark-ups, it is considered that the bank has successfully passed stress testing of credit risk, otherwise the capital deficit is calculated by formula (9):

\[
D = \max(normH_{1,k} - H_{1,k,new}) \cdot RWA_k
\]  

(9)

where \( D \) – capital deficit;

\( normH_{1,k} \) – normative value of capital adequacy ratio of \( k \) capital;

\( H_{1,k,new} \) – predicted value of capital adequacy ratio of \( k \) capital;

\( RWA_k \) – risk weighted assets of \( k \) capital.

6 Future Development Areas

The results of stress testing, in many respects, depend on many parameters that the researcher asks as an assumption. These parameters include risk ratios for loan portfolios, as well as the reserve ratio for new loans. As a further prospect of the study, it is proposed to analyze the sensitivity of the results of stress testing to changes above the indicated parameters. This work does not take into account collateral for loans, which can play an important role in the final result of stress testing. Additional parameters may be the discount factor in the sale of assets, as well as the loan impairment factor for loans.
As a supplement to stress testing of credit risk, liquidity stress testing can also be conducted, the purpose of which is the bank’s ability to cover outflows from liquid funds. As part of stress testing of liquidity, discount rates are particularly important when selling liquid funds to cover outflows. Thus, carrying out reverse liquidity stress testing and analyzing the sensitivity of test results to discount rates are becoming an urgent task.

It should also be noted that it is necessary to conduct stress testing using a variety of stressful scenarios to avoid the false illusion of a successful stress test. However, the question arises of analyzing the results of the stress test of many scenarios.

7 Conclusion

Thus, this paper presents the developed multi-stage procedure for stress testing of the credit risk of a Russian commercial bank on the basis of public bank reporting. This approach can be used by investors and creditors to assess the financial soundness of banks in stressful situations. A cash flow model has been developed that takes into account the demand function for the loans of the analyzed bank, the availability of capital for investing in the loan portfolio, and liquid assets. However, the process of developing a stressful scenario remained outside the scope of this work.
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Abstract. The carried out research is aimed at studying the evolutionary path of the memorial book of Ricordanze, described in 1494 by Luca Pacioli. The peculiarities of its keeping have been considered since 1363. It has been noted that originally Ricordanze served simultaneously for non-system (personal) records, and for in-system (accounting) entries, which in their turn were transferred to the Ledger for the purpose of registering business transactions. In future, the separation of registers reflecting in isolation in-system and non-system entries facilitated the use of Memoriale as books of account and Ricordanze as a register for non-accounting entries.
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1 Introduction

Luca Pacioli (1494) described the triad of books: “Memorial” – “Journal” – “Ledger”. In addition, he paid his attention to “Ricordanze”, the memorial book of a merchant that was intended for personal non-system entries, which were not related to accounting.

Some authors stated that Francesco Datini’s archives in Prato (Tuscany) possess a book that contained both personal (non-system) and in-system (accounting) entries. However, no one has ever referred to this book precisely.

After a long search the Russian scientists have managed to find this book. This “Ricordanze” concerns the company of F. Datini and N. Bernardo in Avignon, established in 1363. The paper describes the course of searches and the study of the book. It has been shown how the book for personal entries gradually turned into a book for dual purpose. The translations of the texts confirming the transformation of entries into in-system ones related to accounting have been introduced. In the diagrams, formed according to the photocopies of Ricordanze and Liber pages, the connection between both accounting registers has been confirmed.


## 2 Prior Literature

Distinguished scientists over the course of the twentieth century argued over the origin sector for double entry and double-entry bookkeeping: banks or merchant trade. Among the factors contributing to the emergence of double-entry bookkeeping R. de Roover distinguished company, credit and mediation.

The role of company is unquestionable, since there is a problem of precise calculation and distribution of the financial result. The role of credit is indisputable as well. The question arises justly though, what kind of credit the conversation is about – bank credit or credit on goods?

One of the most prominent contemporary researchers, Alan Sangster, speaking at the World Congress of Accounting Educators and Researchers (Florence, November 2014) [Sangster] had a hypothesis that a double entry originated in Florence, around 1240, in banks, when constant inspections of the Bankers Guild required immediate delivery of information concerning transactions performed simultaneously in two accounts in one book, that is, the information on intra-bank calculations.

The fact is that bankers, most likely, deliberately did not introduce into the accounting system the accounts for cash accounting or specially designed for those purposes “Entrata e Uscita” books. Such an act was connected with the desire to conceal the charged interest, as the entry in the bank book of account indicated the amount due, and the introduction of a cash account or “Entrata e Uscita” book would make bankers show different amounts when providing and repaying credits, which should lead to the “disclosure” of the facts of interest obtaining.

A. Martinelli holds about the same opinion and indicates the same time, but focuses not on the Florentine banks, but on the banks of Siena, which provided credits abroad, which also required close control (Martinelli 1974). We should mention at once, that no archives possess any archival evidence for the given bank hypothesis.

The trade hypothesis is focused on two types of merchants: travelling and sedentary ones. The former (wholesalers) travelled with the caravans to the East and bought by wholesale consignments of goods. On their return, they sold also by wholesale the consignments of goods to sedentary merchants. In our opinion (Kuter 2012, pp. 32–33), they were interested in two types of results: result from each sale and result from sale of all consignment of goods. Operational result allows to determine the expediency of buying and selling each particular consignment of goods in order to know the expediency of purchasing a consignment during the following trip. The latter determined the financial result for all the activities (for all the consignments).

Given the relatively small number of consignments during a trip, a travelling merchant did not need any special bookkeeping, it was kept in his memory.

de Roover (1956) considered the sedentary merchant to be a mediator between the travelling merchant and the population. His activity was significantly influenced by the factor of hammered currency deficit. Barter was flourishing for this reason. In those cases, when the seller was not satisfied with the offered goods, the sales were carried out on credit with the settled payment date. In addition, which is very important, in most cases, debts were repaid by means of several payments in separate amounts.
Since the number of buyers was often significant, the merchant had to arrange accounting of settlements with debtors. In addition, the merchant himself acted as a debtor for his suppliers, which determined the existence of accounting for passive liabilities.

And, of course, the mediator merchant as well as the travelling merchant was interested in the result for each consignment of goods and, of course, in the financial result of all activities. Profit was at all times the driving motive of a merchant’s activity, although trade and usury were perceived by the church as occupations unworthy of a Christian.

In order to determine the result for each consignment of goods, the merchant had to keep records of the goods separately for each consignment that was received from each supplier, even if there were similar deliveries from several suppliers. It is clear that for record keeping of such a significant number of transactions one person was already not enough, and it was time to form accounting procedures and develop methods for their implementation. There is a question, which is important for every researcher and any practice: how did it all start?

Today in the post-Soviet countries and, first of all, in Russia, there has been a heightened interest in any new findings in the archives of medieval accounting books in Italy. There is a direct explanation for this. The Soviet and Russian scientists have never taken part in them. Moreover, there was no information about the results of our Western colleagues’ research. On the other hand, Russian people have entered all known archives today.

In July 2008, the 13th World Congress of Accounting Historians took place in Great Britain. It was already the second Congress, at which two reports of the Russian scientists were presented. Great interest was caused by the report of Professor Alan Sangster from Great Britain, which was devoted to the application of the early memorial book of “Ricordanze”. The meaning of the report was in the following: “Double entry bookkeeping emerged by the end of the 13th century and was adopted by, for example, the Datini of Prato during the 1380s. In the transition from the single to the double entry evident in the Datini Archives, the initial accounting records were kept in an ac-count book called a Ricordanze”.

According to A. Sangster, “Record books of this name were typical of Tuscany and, when such books were first used in Tuscany, businessmen began to use them also as a form of personal diary and autobiographical record. Others not in business followed suit and maintained purely personal biographical diaries of the same name. For those in business, the Ricordanze thus developed into a hybrid: partly autobiography and personal and, partly, a place to record matters relating to his business, including details of transactions and of other matters he did not wish to forget, such as promises, obligations, and conditional agreements” (Sangster et al. 2012, p. 27).

The author of the report stated: “As revealed in the Datini archives for the 14th and 15th centuries, use of a Ricordanze for this purpose was discontinued in the accounting system and the book was replaced with another called a Memoriale, which contained details of all business transactions. By the time Pacioli wrote the first published description of double entry bookkeeping, the Memoriale was identified as one of the three principal account books of that system. The others were the Giornale (journal) and the Quaderno (ledger)” (Sangster et al. 2012, pp. 27–28).
Pacioli in Chapter 35 of the Treatise gives a description of another book that was used by clever merchants, that was Ricordanze, a book of memorial entries. Many scientists deny this fact. According to Pacioli, the book he described was not a book for personal entries or a hybrid of business and personal entries. Pacioli’s variant, moreover, did not represent a certain version of the Memorial. Pacioli’s book of entries, which he called Ricordanze, was intended for special purposes: this book contained something which in no case could be forgotten. Consequently, it served as another control tool in managing the merchant’s affairs, in addition to those control functions that were offered by the accounting system.

A. Sangster and his colleagues pursue the aim to consider the role of Pacioli’s memorial book of “Ricordanze”, the specific entries that are entered into the book, to find out the advantages of keeping records in the book. The authors also consider it is necessary to clarify the reasons why such a useful thing did not receive proper recognition, although “Ricordanze” book of entries was introduced in detail in the very Treatise that provided the universal acceptance of double-entry bookkeeping.

3 Research Method

The principal research method adopted in this study is archival. It uses material found in the State Archive of Prato. Generally, this research team has been working with the material in this archive for the past decade and many of the records have been recorded and linked together using logical-analytical reconstruction. This is an approach that we developed for the purpose of enabling entries in the account books to be traced visually between accounts and books and from page to page.

Unfortunately, because the material studied related to an early stage in the development of accounting and was not organised systematically, it was impossible to do this. Instead, the authors had to work from the Ricordanze, entry by entry, searching for each one in the Ledger until they were all traced.

4 The Discovery of the Russian Scientists in F. Datini’s Archives in Prato

The presentation aroused the interest of the researchers of our university. Some years earlier (2009), one of the authors of this publication prepared modern interpretation of the Russian translation of Pacioli’s Treatise (Pacioli 2009). The previous Russian version of the translation (Paciolo 1893) was performed by E.G. Waldenberg not directly from Pacioli’s text, but from the text by E. Jager, which was in German (Jager et al. 1876). Before proceeding to the presentation of our research, let us see how Ricordanze book in Luca Pacioli’s Treatise is described. The mentioning of Ricordanze (Memoranda book or Memo) is contained in Chapter 35 and Chapter 36 (subsection C).

L. Pacioli in Chapter 35 notes: “And similarly it is useful to have a book for reminders, a so called memoranda book, in which you daily note matters which you might otherwise forget and easily cause you loss. Every evening before going to bed take a look in this book in case there is something which should have been dispatched.
or done which has not been dispatched; and cancel with a pen those things which have been done” (Yamey 1994, 88–89).

And, further on, Pacioli enumerates things that are entered into the book of Ricordanze: “And so you will take note of things which you lent to a neighbor or friend for a day or two such as vases for the shop, kettles or other tools. You must follow such instructions together with the other very useful ones given above adjusting them by additions and deletions as you deem fit, according to time and place. For it is not possible in mercantile business to make rules point by point to cover everything; as we have said on other occasions one needs more rules” (Yamey 1994, 89).

In subsection C of the last Chapter 36 Pacioli describes in more detail what a merchant needs to enter for memory: “All the implements and utensils used in the house or shop which you own should be entered in order, that is enter separately all things made of iron, leaving a space to make additions, and leaving a margin to mark those things which have been sold or donated or spoiled, but excluding household implements of little value. And all things made of brass should be entered separately, as mentioned, and similarly all things made of tin, and similarly all things made of wood, and so with all things of copper, of silver, and of gold, etc. always leaving sufficient empty pages to make additions if necessary and also to make note of things which are missing” (Yamey 1994, 89).

“All sureties, or obligations, or promissory notes which you made for a friend, explaining clearly what and how. All merchandise or other things which have been left with you for safekeeping or custody, everything on loan from some friend and also all things which you lent to your friends; all conditional transactions: that is purchases or sales as for example a contract that you send me by the next galley returning from England, so many “cantari di lane dilimisti”; and if they are sound on receipt I will give you so much per “cantaro”, or per hundred, or, I will send you so many “cantari” of cotton” (Yamey 1994, 89).

“All the houses, or land, or shops, or jewels, which you rent at so many ducats, or at so many lire annually. And when you collect the rent, enter that cash in the ledger as I mentioned above. If you lend some jewellery or silver or gold vase to a friend for eight or fifteen days, do not enter this in the ledger, make a note in your memorandum book since they will be returned to you in a few days. And similarly, per contra such things as are lent to you, do not enter them in the ledger, but make a note of them in your memorandum book, since you will soon have to return them” (Yamey 1994, 89).

The analysis of the subjects proposed by Pacioli for Ricordanze shows that it is not related to double-entry bookkeeping. This reason explains the absence at the initial stage of the Russian researchers’ attention to the books of Ricordanze, which are stored in Francesco Datini’s archives in Prato. However, the study of our British colleagues aroused heightened interest. Moreover, it is very important that A. Sangster and his co-authors have selected and analyzed substantial theoretical material, the opinions of distinguished scientists from many countries who at different times studied in detail Pacioli’s Treatise or examined the archival documents.

Sangster states that the difficulties in understanding the problem are due to the ambiguous interpretation of many provisions of the Treatise performed by various authors of the translations or comments on the Treatise.
This problem was particularly tangible in our country. The Russians translated the Treatise 125 years ago (1893), several years after Jager (1876) and Gitti and Torino (1878) performed their translations. Throughout this period many Russian distinguished scholars were of the opinion that the trial balance described by Pacioli was based on the final sums of the debit and of the credit of each account, and not on the balance of account of closed accounts.

Indeed, in Chapter 34 there is no direct reference to the term “balance”. However, in all likelihood, Paccioli saw a real trial balance and worked with the Ledger. If this is the case, “Father of accounting” saw that, as a rule, the totals in the accounts were calculated only on the “strong” side of the account (and not on its both sides), and in these conditions it was impossible to form a trial balance for the sums of the totals at that time. Accordingly, those at whom the Treatise was aimed also saw books, and they could not have a wrong opinion.

Particularly, in the post-Soviet space, all the controversial issues of perusal of the Treatise have always concerned the mistakes contained in the translation.

Sangster makes the reader think that Ricordanze book in the Paccioli’s Treatise has nothing to do with “Memorial” book, which is included in the triad “Memorial” – “Journal” – “Ledger”.

Sangster’s work abounds in numerous references to the significant list of researchers, who, possibly, had to do with the books of Ricordanze in various archives. Sangster states that “a lot has been written, and many scientists have been working in this field today”. They and many researchers from other scientific fields drew attention to the fact that among the business documents belonging to the Tuscan companies there are special books called Ricordanze. At the same time, no one has ever paid attention to the fact that the final chapters of Paccioli’s Treatise contain a detailed description of the memorial book under the same name. Sangster and his co-authors see the purpose of their research in identifying the origin as well as the purpose of the memorial book of Ricordanze. In addition, they are striving to understand what prompted Paccioli to include this subject in his Treatise.

Here, the attention is drawn to the fact that neither Sangster nor his partners at that time visited the archives of medieval books and, thus, could not see Ricordanze book. It is also interesting that those authors who wrote about the possible use of Ricordanze as a Memorial never gave real examples of such application.

We should note that a century before Paccioli (the era of Francesco Datini) there were no “Memorial” and “Journal” books corresponding to the registers described by Paccioli in the Treatise. If the book called “Memorial” is one of the most common in Datini’s accounting systems, then the title “Journal” is generally absent from the lexicon of the accountant. “Memorial” book though is a register of preliminary registration, but in Datini’s single entry and double-entry accounting the data in it are not only recorded, but also grouped and they form the in-system entries for the General Ledger or cash book of “Entrata e Uscita”. In A. Sangster’s article there is no mentioning of “Memorial”.

We were really interested in the issue of the register, in which the primary data were fixed before the formation of in-system entries of single-entry and double-entry bookkeeping.
The research began in 2012. The first books entitled Ricordanze, which came in view of the Russian researchers when studying the internal balances and postal records of Datini’s company in Barcelona, were Ricordanze Prato, AS, D. 824 (for the period of 1397–1399). [4] and Prato, AS, D. 825 (for the period of 1399–1400) [5]. The first book contains 54 completed pages (the last number is 27 Verso). The second book includes 40 pages (the last completed page is 20 Recto). The photocopies of the mentioned books are in full stored in our electronic archives. Figure 1 shows a photocopy of the folio Prato, AS. D. №824, c. 3v-4r, and Fig. 2 - a photocopy of the folio Prato, AS. D. №824, c. 5v-6r.

The books of Ricordanze differ from other books that are recognized as bookkeepers’, they look somewhat “negligent”, and, what is just important, they do not contain special signs (“lashes”), which show the facts of transferring data from Ricordanze books to other books or the application of “dotting” with other entries.

We have prepared a translation of one of the pages of Ricordanze book that we found, registered in the archives as Prato, AS, D. 824, c. 3v. The researchers hoped that the translation would help to find out the purpose of Ricordanze books in the accounting system of Francesco Dattini’s enterprises and companies. Unfortunately, particular entries are not entirely readable.

Let us look at the translation of the text:

“1398
March, 15. We sent Zanobi Gaddi account to Montpellier.
They are to have 20 shillings
They still have 136 pounds 3 shillings 3 pennies.
We sent accounts to Avignon for our partners to speak up today. They are ment for exchange c.5
They still have 29 pounds 2 shillings 7 pennies
I remember that we had from Andrea di Banco and other cooperation. For Bruno Francesco & Co Genoa date … March Rhubarb ………. in 1 barbetto (…), it weighed 5¼ pounds Meant for Luca de Michele
We weighed the grapes […] Alberto di Bernardo degli Alberti & Co of Bruges on 16 March.
It weighed in rova XII netto.
We sent balances in Montpellier Giovanni Francesco of May, 26.
They are meant for exchange of money, by 1 pounds c. 2.

Fig. 1. Map of Prato, AS. D. No. 824 c. 3v-4r, Ricordanze of the company in Barcelona, 1399
Is left to be given 50 pounds 9 shillings 9 pennies in Barcelona currencies.
Meant for Luca de Michele
We weighed the grapes […] Alberto di Bernardo degli Alberti & Co of Bruges on 16 March.
It weighed in rova 12 netto.
Still be given 16 pounds 11 shillings 7 pennies, that is why we give more than this
And we owe them for 1 costal of … 58.5 pounds.
Leaves us with 50.18.2 pounds, giving Andrea ….. April 15”.

It follows from the translation that the entries on the page are of fragmentary character, as a rule, there is no connection between the entries. However, the analysis of the text allows to answer the question, for what purposes Ricordanze book was used in Datini’s company at the end of the 14th century - for non-system entries that are not related to double-entry bookkeeping.

Later on our plans included the search and study of all the books stored in the Datini’s archives entitled Ricordanze, revealing their connection with another memorable register “Memorial”. In addition, it was intended to identify the connection of entries in Ricordanze with the entries in other books and, most importantly, to reconstruct the system of books of accounts in Datini’s various companies. This will help to reconstruct the historical truth of the accounting profession formation.

Concerning F. Datini’s books and the role of Ricordanze and Memorial, Professor Francesco Ammannati of the University of Florence expressed the following opinion: “First of all, it must be borne in mind that the accounting system of Datini’s companies did not fully represent an example of a coordinated double-entry bookkeeping, and it should be seen as the system still in its infancy. According to the studied fact, there are some books, the purpose and structure of which underwent changes every year. For example, Ricordanze could be something like “Memorial”, but it could also be an ordinary book with various types of information registered in it.

As has been mentioned above, “Memorial”, as it was represented in Datini’s system, was significantly different from Memorial described by Pacioli. This difference was not in the fact that he supposedly replaced “Journal”, which is not used in Datini’s system. Some of “Memorials” of Datini’s companies contained different sets of entries, somewhat similar to the entries from “Journal”, and in other cases resembled the entries of other books.

Fig. 2. Map of Prato, AS. D. No. 824 c. 5v-6r, Ricordanze of the company in Barcelona, 1398.
To assess their role in each particular system, it is reasonable to interpret them in case of researching each individual book.

The Search That Brought Success. Further research began in February 2013. We managed to find the earliest book of Ricordanze, which was used in Datini’s companies. This was the book of the First Company in Avignon (1363), which belonged to Nicolo Bernardo and Francesco Datini. According to the information by which the Russian researchers are guided (Nicastro 1914), the accounting of the early companies in Avignon was carried out by Francesco Datini himself.

Here we were lucky. Figure 3 presents the installation based on the photocopies of entries on card 177R in Ricordanze (Prato, AS, D. No. 24) and entries in the accounts on cards 99 V and 227R of the General Ledger (Prato, AS, D. No. 51). In the example studied, the primary data recorded on one page of Ricordanze book are transferred to two accounts in different parts of the General Ledger.

Fig. 3. Transfer of indicators from the Ricordanze to the General Ledger.
The example, in which one account in the General ledger (Prato, AS, D. No. 51, page 108v) is formed from the entries on several pages of Ricordanze book, is shown in Fig. 4.

Of course, it is very important to see the translation of the early in-system entries that occurred in Ricordanze. Let us do this using the example of accounts shown in Fig. 4.

Fig. 4. Forming one account from the data of several Ricordanze cards in the General Ledger (F. Datini and N. Bernardo’s company, Avignon, 1363)
Prato, AS, D. №24, c. 143r(2):
Bartolomeo, a saddler, **must give** on July 16 for:
3 dozens of armoring rings, s. 2.
1 dozen of sword buckles, s. 2.
2 thousands of brass beads, s. 5.
1 iron *brilglonetto*, s. 2.
Put in the Book A at c. 108.

Prato, AS, D. №24, c. 148r(4):
Bartolomeo, a saddler, **must give** on July 26 for a 1 pair of brass stirrups, s. 20.
3 dozens of armoring rings, s. 2.
1 dozen of sword buckles, s. 1 d. 6.
1 *argienpelo* [leather/silver frill] in *prghamino*, s. 1 d. 6.
Put in the Book A at c. 108.

Prato, AS, D. №24, c. 148v(6):
Bartolomeo, a saddler, **must give** on July 27 for:
2 thousands of iron beads, s. 5.
500 small iron nails, s. 4.
2 ring-shaped bits, s. 9.
4 bucklets *da frasali*, s. 1 d. 4.
Put in the Book A at c. 108.

Prato, AS, D. №24, c. 151r(7):
Bartolomeo, a saddler, **must give** on August 2 for:
3 dozens of armoring rings, s. 2.
1 dozen of sword buckles, s. 2.
Put in the Book A at c. 108.

Prato, AS, D. №24, c. 152r(1):
Bartolomeo, a saddler, **must give** on August 5 for 2 thousands brass bead we had from Toro
And he **must give** on August 6th for two large leather/silver frills, s. 3.
Put in the Book A at c. 108.

Prato, AS, D. №24, c. 157r(6):
Bartolomeo, a saddler, **must give** on day 20 for:
3 dozens of armoring rings, s. 2.
1 dozen of sword buckles, s. 2.
2 thousands of brass beads, s. 5.
We got from Toro,
Put in the Book A at c. 108.

And, of course, the reflection of the in-system records registered in Ricordanze in the Ledger is of some interest.

Prato, AS, D. №24, c. 108v:
1364
Bartolomeo, saddler **must give**, as we put away from the Quaderno delle Ricordanze where he **should give** for:
(1) 3 dozens of armor rings at d. 8 for dozen, s. 2.
(2) 1 dozen of iron sword buckets, s. 2, s. 2.
(3) 2 thousands of brass beads at s. 2½ for 1000, s. 5.
(4) 1 iron *brilglonetto*, s. 2, s. 2.
And he must give on July 8 for:
(5) 1 thousand small iron nails, s. 8, s. 8.
And he must give on July 26 for these goods written here below:
(6) 1 pair of brass knight stirrups, s. 20, s. 20.
(7) 3 dozens of iron armoring, at d. 8 for dozen, s. 2.
(8) 1 dozen of iron sword buckles, at s. 2½ for dozen, s. 1 d. 6.
(9) 1 large leather/silver frill in perghamino, s. 1 d. 6.
And he must give on July 27 for these goods here below:
(10) 2 thousands of small iron beads, at s. 2½ for 1 thousand, s. 5.
(11) 500 small iron saddle nails, at s. 8 for 1 thousand, s. 4.
(12) 2 ring-shaped bits, at s. 4½ each, s. 9.
(13) 4 iron buckelst da frasali, at d. 4 each, s. 1 d. 4.
(14) And he must give on July 29 f. 2 of gold he promised us for Peire de Feriere, put that Peire had given where he should have given in this book ahead at c. 112, f. 2.
(15) And he must give on August 2 f. 1 the aforementioned Bartolomeo had in cash, f. 1.
And he must give on the same day for these goods written here below:
(16) 3 dozens of armor rings at d. 8 for dozen, s. 2.
(17) 1 dozen of iron sword buckets, s. 2, s. 2.
And he must give on August 6 for these goods written here below:
(18) 2 thousands of brass beads at s. 2½ for thousand, s. 5.
(19) 2 large leather/silver frills at d. 18 each, s. 3.
(20) And he must give on August 8 for a red Florentine sheepskin brought by Bartolomeo himself, s. 11.
(21) And he must give on the same day for two red sheepskins, s. 22.
(22) And he must give on August 13 for one arnese of Toulouse, s. 10.
(23) 1 iron [...] bit of him, in Avignon, s. 4 d. 6.
(24) 1 iron bit [...] of Mellino, s. 4 d. 5.
(25) And he must give on August 20 for these goods for 3 dozens of armoring rings, s. 2.
(26) 1 dozen of buckles, s. 2.
(27) 2 thousands of brass beads, s. 5.
And he must give on August 27 for:
(28) 2 pieces of white ox leather tanned [...] at f. 2, f. 2.
(29) And he gave on August 31 f. 5 in cash [...] f. 5 s. 10.
(30) And he gave, and he [...] must give at [...] f. 5 s. 10 [...].

The document from Ledger Prato, AS, D. No. 24, p. 108v is a personal account of debtor Bartolomeo, a saddler. The account is performed according to the adjacent system: debit entries at the top of the paragraph, and credit ones at the bottom.

The account includes 30 entries. 18 entries (1–4, 6–13, 16–17, 19, 25–27) are transferred from the above six pages of Ricordanze book (Prato, AS, D. No. 24, p. 143r (2); 148r (4), pp. 148v (6), 151r (7), pp. 152r (1), 157r (6)). 10 entries (5, 14, 15, 19, 20–24, 28) are referred to the accounts that we did not include in Fig. 4 because of format limitations. One entry (29) a partial repayment of the debt in cash is entered directly in the General Ledger without prior registration. The last entry, the account closing and closing balance of account transfer, is performed in the same way.

The above example is very significant, since it represents one of the earliest examples of in-system entries of the registration of primary economic facts in Ricordanze and their reflection in the Ledger.

Here it is possible to make an assumption. It seems that Francesco Datini’s accounting in Avignon began by analogy with the accounting of merchants-mediators. Initially, the accounting information for memory was entered in Ricordanze, used in the form of a regular book for entering “ordinary” cases, not related to accounting.
The search for the data in the non-system book presented certain difficulties and the merchant began to distribute the information on each counteragent to separate sheets of paper. Probably, in such a way the first accounts of debtors and creditors appeared that were systematized in the General Ledger.

Initially, a merchant, and then an accountant assessed the need for the systematization of entries in the accounts in the trading books. In the future, the separation of in-system entries from non-system ones occurred. This led to the division of the memorial book into two independent ones. The first of these is Ricordanze intended for non-system notes and which acquired the appearance that Pacioli had described. The second book is “Memorial” containing in-system entries used in the formation of accounting entries in the General Ledger.

The study of accounts in F. Datini’s First Company in Avignon (from 1363) is of particular interest, since this accounting system is Datini’s personal contribution to the formation of accounting, since it was he who formed the system of accounts and personally kept records.

5 Conclusion

In Luca Pacioli’s Treatise the book Ricordanze intended for non-system entries, is described. Parallel to it, there was an accounting book of primary registration of in-system (accounting) data, intended for transfer to the Ledger or Entrata e Uscita. In the Francesco Datini’s archives in Prato the early Ricordanze book of the year 1363 was found, in which only non-system (personal) entries were initially kept, and later non-system and in-system (accounting) entries were registered simultaneously.

Such a book was the only one in Datini’s archives. The Figures clearly illustrate how the entries from Ricordanze are transferred to the Ledger. This was the very first Ledger, in which the records of Datini’s companies were kept. The accounts with parallel debit and credit have not been used in the company yet. Adjacent accounts in the form of a “paragraph” were used in the book.

In the paper it is suggested that over the period of one hundred years before the appearance of Pacioli’s Treatise the differentiation of the register into two separate ones occurred: Ricordanze for non-system (personal) entries and Memorial for in-system (accounting) entries.
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Accounts of Household Expenses in the Medieval Companies
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Abstract. In Luca Pacioli’s Treatise, the account of household expenses of an independent merchant has been described. This paper considers similar accounts of the medieval companies by means of the example of Francesco Datini’s companies. It has been proved that unlike sole merchants’ businesses, where the given account contained family expenses, the companies kept records of the expenses for covering their personnel needs only, mainly the need for housing and sustenance.
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1 Introduction

In Luca Pacioli’s Treatise the account of household expenses of an independent merchant has been described. This paper considers similar accounts of the medieval companies by means of the example of Francesco Datini’s companies. If we compare this account in family trading businesses and companies, then there are no special differences in the composition of the expense items. When analyzing the course of expenditure, then there is an essential difference. In the first case, the income of a store covers both the expenses of business servicing and the full expenses of a merchant’s family maintenance. Consequently, the account of household expenses described by the “father of accountancy” is an account of family expenses. In the second variant, this account is intended for the bookkeeping of general household expenses caused by the social security of company employees, who were often seconded to a company and geographically remote from their families. As a rule, these are the expenses related to living, sustenance and creating conditions for a normal work activity, but by no means to the satisfaction of personal needs of owners and employees.

2 Review of Prior Literature

In Chapter 22 “Of the manner in which expenses of each kind, household expenses, extraordinary expenses, merchandise expenses, wages of apprentices and stewards should be entered in the books” Luca Pacioli’s Treatise it is said: “… … you must also have in all your books these accounts, that is: expenses of merchandise, ordinary household expenses, extraordinary expenses, and an account of incomings and
outgoings and an account of profit and loss. Such accounts are of major importance in
every mercantile business so that you may always know the amount of your capital,
and when the books are closed how the business has gone; and we will clarify in
sufficient detail how they must be kept in the books” (Yamey 1994, c. 70).

Particularly important are household expenses: “One cannot do without an account
for household expenses; by which I mean expenses such as grain, wine, wood, oil, salt,
meat, shoes, hats, dressmaking, jackets, stockings, and tailoring, beverages, tips, bar-
bers, rakers, water-carriers, laundry, kitchen ware, vases, glasses and glass – are of all
kinds, buckets, tubs, and casks. Some keep separate ac-counts for household goods in
order to be able quickly to ascertain the position” (Yamey 1994, c. 71).

“Keep the household expenses account in the same way the account for mer-
chandise. If you have major expenses enter them in your books day by day, as for grain
and wine and wood, for which many keep separate accounts so that at year end or from
time to time they may know how much has been consumed. But for minor expenses,
such as meat or fish, barbers or ferries, one needs to keep one or two ducats at a time in
a bag for petty spending because it would not be possible to enter such expenses
individually” (Yamey 1994, c. 71).

About the account of household expenses Professor Tuyakova Z.S. says: “The
procedure for defining the financial result in the Venetian version of accounting was
almost the same as that in today’s accounting. So, incomes and expenses were regis-
tered, as indicated above, on the result accounts and goods accounts. Then, after
closing the General Ledger, the final figures (the algebraic sum of income and expenses
of a merchant) were transferred to “Profits and Losses” account as a financial result.
However, these features of the financial result calculation reflect only certain differ-
ences and the specific character of accounting of that time, but the main distinctive
difference was in the following – when calculating it the household expenses of a
merchant and his family were registered. Thus, in Chapter 22 of the Treatise it is stated
that one cannot do without opening an account for ordinary household expenses, which
mean…” (Tuyakova 2008, p. 112).

Professor K.Yu. Tsygankov introduces a sort of continuation: “Thus, there was no
clear boundary between individual property and the property of a business as an
economic entity. Separate Entity Concept as one of the basic principles of accounting,
was accepted much later. However, the separate maintaining of the book of account for
household and for the store was not a rare case” (Tsygankov 2002a, pp. 53–61). This
statement seems to be very controversial: for 12 years of working in the medieval
archives of Venice, Genoa, Florence and Prato, having more than 60,000 photocopies
of early accounts, we have not been able to find any confirmation of it.

In another work, Tsygankov contradicts himself: “The most important of them, in
our opinion, is the “joint accounting of these expenses”, which was described in the
Treatise and, as the archival research showed, was widely used in the Venetian
accounting practice. Venetian merchants did not separate property and expenses of
their business from their personal (household) property and expenses. The records for
the former and the letter were kept jointly, in the same accounting books.

In the process of financial result calculating, the household expenses of the
Venetian merchants were added in “Profits and Losses” account to the business
expenses of their business. … It is not difficult to guess that in consequence of joint
accounting the reporting was distorted so much that it hardly presented any value” (Tsygankov 2002b, pp. 163–174).

According to Tsygankov, the simplest explanation of joint accounting is the mistake conditioned by the initial stage of accounting development, which contradicts the opinion about the almost modern level of medieval accounting. Tsygankov even offers advice to his medieval colleagues: “... It is not difficult to see and eliminate this mistake, new and complex methods are not needed for this. It is enough just to exclude household property and expenses from the number of objects that are subject to accounting. At the accounting level that the Venetian bookkeepers had reached, they had to find such a simple solution” [ibid.].

And, here the same author without any proof summarizes: “Studies have also shown that the Venetian accounting was not the best one in the medieval Italy and was significantly inferior to the accounting of the Florentine companies. Florentine bookkeeping happened to be not just at the higher level, the Venetian accounting anomalies were not characteristic for them. Florentine companies clearly separated commercial property from their household, regularly (mostly annually) formed reporting, confirmed by inventories, used modern methods of assets valuation. This gives, in our opinion, all the grounds for speaking about the identical character of the Florentine and modern accounting and, at the same time, about the Venetian lag behind them” [ibid.].

In this case we should take a note of complete misunderstanding of the problem by K.Yu. Tsygankov. Two factors contribute to this: he is absolutely unfamiliar with the literature concerning archival research, and even more so, he did not take part in the research of that character. Unfortunately, the practice of such publications has been going on to this day.

“Formation of reporting, confirmed by inventories” – this is another fragment of imagination of the Novosibirsk professor. As for the inventory, it really had wide independent application, but not for the confirmation of reporting formation, but for forming inventory analytical balance sheets of the financial result drawing up, as Jacques Savary wrote in 1675 (Savary 1993). The authors described this problem in (Kuter 2018a).

For our research, it is interesting to see how accountants registered household expenses a century before Pacioli had published his Treatise. Moreover, Francesco Datini’s accounting in Pisa seems a little more complicated: Pacioli’s household account is aggregative; the Pisan accountant applied aggregative and clearing account. The amount of accumulated expenses is distributed between Datini’s company and the partners who used the office of Datini’s company to carry out their business.

3 Research Method

The principal research method adopted in this study is archival. It uses material found in the State Archive of Prato. This research team has been working with the material in this archive for the past decade and many of the records have been recorded and linked together using logical-analytical reconstruction. This is an approach that we developed for the purpose of enabling entries in the account books to be traced visually between accounts and books and from page to page. It is described in the Appendix. By
adopting this approach, we are able to see the entire accounting system electronically, making entries and their sources clear in a way that is not possible if all that you have is the original set of account books. This enables us to consider each transaction in detail, trace its classification, and so explain the bookkeeping and accounting methods adopted without possibility of misinterpretation. This approach represents a new paradigm in how to analyse and interpret accounting practice for periods when there was no concept of either a standard method or a unified approach to either financial recording or financial reporting (Kuter 2017).

4 Statement of Basic Materials

We have stated that in Francesco Datini’s company accounting (1392–1394) an intermediate “Profits and Losses” account was formed, which was closed July 12, 1393. The second (closing) account was formed in 1394 at the next closing of the company.

When from the opening to closing there are two “Profits and Losses” accounts in the company, then, consequently, two “Household expenses” accounts are applied. Figure 1 presents a photocopy of “Household Expenses” account of Datini’s company in Pisa over the period 1392–1393. (the translation of entries in the account is given in Table 1).

![Figure 1](image)

**Fig. 1.** “Household expenses” account of Datini’s company in Pisa over the period 1392–1393. (Prato, AS, D, No. 361, page 279v) [Here and below, reprinted with permission of the Ministry of heritage, culture and tourism of the Republic of Italy. Protocol No. 659/28.13.10 dated 13. 03.2014]

Today it is difficult to define the form of accounting register. It resembles an adjacent account in a paragraph from single-entry bookkeeping, as all the indices are
<table>
<thead>
<tr>
<th>Code</th>
<th>The nature of the transaction</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>EH-1</td>
<td><strong>House expenses</strong> for food and beverage <em>must give</em>, for 1 carriage of wine we had from Luca di Antonio di Pacie, and for Antonio is debtor in the old book we put him in this book at c. 14 Francesco di Marco himself who <strong>must have</strong></td>
<td>f. 13 s. 6 d. 4</td>
</tr>
<tr>
<td>EH-2</td>
<td>For 1 <em>mezina</em> of salted meat of Provence lib. 50 that we bought the 2 of August from Inghilese, we put him in this book at c. 28</td>
<td>f. 1 s. 7 d. 2</td>
</tr>
<tr>
<td>EH-3</td>
<td>And they <strong>must give</strong> for the amount we calculated from the old account from Francesco di Marco himself in this book at c. 22, for <em>staia</em> 12 of Provençal wheat f. 13 s. 50 and lib. 1 of oil s. 35 [...]</td>
<td>f. 15</td>
</tr>
<tr>
<td>EH-4</td>
<td>For many expenses made for food and beverage from the <em>1st of July</em> to <em>11 of August</em> and minor expenses at the book Uscita at c. 81</td>
<td>f. 6 s. 11 d. 6</td>
</tr>
<tr>
<td>EH-5</td>
<td>For many expenses made for food and beverage from the the <em>12 of August</em> to the <em>14 of September</em> as the book Uscita at c. 83</td>
<td>f. 6 s. 11 d. 1</td>
</tr>
<tr>
<td>EH-6</td>
<td>12 barrels of red wine from Cecco di Vannuccio at the book Uscita at c. 83</td>
<td>f. 10 s. 2 d. 10</td>
</tr>
<tr>
<td>EH-7</td>
<td>3 ½ barrels of wine from Cristofano Becarelli at the book Uscita at c. 83</td>
<td>f. 5 s. 6 d. 2</td>
</tr>
<tr>
<td>EH-8</td>
<td>For many expenses made for food and beverage from the <em>15 of September</em> to the <em>21 of October</em> as at the book Uscita at c. 84</td>
<td>f. 10 s. 19 d. 6</td>
</tr>
<tr>
<td>EH-9</td>
<td>For gingerbread we had from our partners of Florence as at the Memorial at c. 66</td>
<td>f. 2 s. 1 d. 6</td>
</tr>
<tr>
<td>EH-10</td>
<td>For figs and rice they sent us from Genoa our partners for the house in this book at c. 80</td>
<td>s. 16 d. 2</td>
</tr>
<tr>
<td>EH-11</td>
<td>For expenses made in the house for food and beverage from the <em>21 of October</em> to the <em>1st of March</em> as at the book Uscita at c. 87</td>
<td>f. 41 s. 10 d. 10</td>
</tr>
<tr>
<td>EH-12</td>
<td>For 6 barrels of red wine from Dino da Palaio the 8 of March at the book Uscita at c. 87</td>
<td>f. 7 s. 4 d. 5</td>
</tr>
<tr>
<td>EH-13</td>
<td>For expenses made for the house until the <em>9 of March</em> at the book Uscita at c. 88</td>
<td>f. 5 s. 9 d. 6</td>
</tr>
<tr>
<td>EH-14</td>
<td>For 40 of candles we had from Pietro and Pagolo of Prato in this book at c. 54</td>
<td>f. 1 s. 12</td>
</tr>
<tr>
<td>EH-15</td>
<td>For 1 <em>schienele</em> and 1 <em>sportino</em> of zibibbo and rice for the house and many other things we had from Genoa as in the Memorial at c. 100</td>
<td>f. 2 d. 3</td>
</tr>
<tr>
<td>EH-16</td>
<td>For 1 <em>schienele</em> we gave to Stefano Guazalotti and Co. of Pistoia of a lot of 6 at the Memorial at c. 123</td>
<td>s. 5 d. 10</td>
</tr>
<tr>
<td>EH-17</td>
<td>За 9½ <em>staia</em> пшеницы провансальской [...] как в Мемориале, на c.130</td>
<td>f. 8 s. 2 d. 10</td>
</tr>
<tr>
<td>EH-18</td>
<td>For <em>staia</em> 9 ½ of Provençal wheat [...] as at the Memorial book at c. 130</td>
<td>f. 44 d. 4</td>
</tr>
<tr>
<td>EH-19</td>
<td>For 16 cheeses of Maiorca from Miniato di Nucio in this book at c. 116</td>
<td>s. 16</td>
</tr>
</tbody>
</table>

*(continued)*
written in a column. In content, it coincides with the dual account of the old Tuscan form. The top part of the account is a debit, and the bottom one is credit. At the same time, the account is balanced (balance of account - the difference between debit and credit - is transferred to “Profits and Losses” account). True, the debit total (f. 219 d. 10) is not indicated after the balanced credit entries.

Conspicuous is the article “Losses on Furniture”, speaking modern language, impairment. In the works (Gurskaya 2016; Kuter et al. 2016; Kuter 2018b) it is proved that Datini’s companies in Pisa (1982–1400) never charged deprecation, and periodically estimated the impairment of long-term property.

<table>
<thead>
<tr>
<th>Code</th>
<th>The nature of the transaction</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>EH-20</td>
<td>For many expenses made for food and beverage from the 21 of June to the 1st of September 1393 as at the book Uscita at c. 93</td>
<td>f. 13 s. 8 d. 7</td>
</tr>
<tr>
<td>EH-21</td>
<td>For expenses of the house made from the 2 of September at the Uscita at c. 93</td>
<td>s. 8</td>
</tr>
<tr>
<td>EH-22</td>
<td>For loss on furnishings/household goods until this 2 of September in this book at c. 290</td>
<td>f. 20</td>
</tr>
<tr>
<td>EH-23</td>
<td>They gave the 31 of August 1393, we calculated for our partners of Florence for […] come back to us Baldo Vilanuzi in many entries in this book at c. 334</td>
<td>f. 11 s. 15</td>
</tr>
<tr>
<td>EH-24</td>
<td>They gave the 2 of September f. 72, they are for 9 months […] of Iacopo with Bandino his son in this book at c. 129, messer Niccolò di Pagnozo and Co. must give</td>
<td>f. 72</td>
</tr>
<tr>
<td>EH-25</td>
<td>We spent f. 135 s. 5 d. 10 a oro put in the account «loss on merchandises» in this book at</td>
<td>f. 135 s. 5 d. 10</td>
</tr>
</tbody>
</table>

Table 1. (continued)

Fig. 2. “Household expenses” account, Datini’s company in Pisa over the period 1393–1394. (Prato, AS, D, No. 361, p. 349v-350r (2))
Table 2. Household expenses in the account Prato, AS, D, No. 361, p. 349v (2) – debit (F. Datini’s company in Pisa, 1393–1394)

<table>
<thead>
<tr>
<th>Code</th>
<th>The nature of the transaction</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHD-1</td>
<td><strong>Expenses for the house</strong>, for food and beverage must give the 3 of September for may expenses made from the 3 until the 15 of September, as in the Uscita book A at c. 93</td>
<td>f. 4 s. 13 d. 2</td>
</tr>
<tr>
<td>EHD-2</td>
<td>For staia 18 of wheat we had from Pietro da Righaccio at s. LI for staio, Lorenzo Ciampolini and Co paid for it the 30 of October as in the Memorial A at c. 179</td>
<td>f. 13 s. 2 d. 3</td>
</tr>
<tr>
<td>EHD-3</td>
<td>For a barrel of 7 barrels of Provençal wine from Pietro di Bindo and Co f. 10 we had many days ago and Lorenzo Ciampolini and Co paid for us the 31 of October as in the Memorial A at c. 179</td>
<td>f. 10</td>
</tr>
<tr>
<td>EHD-4</td>
<td>For many expenses made for the house on this November for 7 barrels of red wine bought from Giovanni Ventie from Sant [???] as in the Uscita book A at c. 95</td>
<td>f. 5 s. 17 d. 4</td>
</tr>
<tr>
<td>EHD-5</td>
<td>For many expenses made for the hous from the 16 of September until the 1st of November as in the Uscita book A c. 95</td>
<td>f. 23 s. 9 d. 8</td>
</tr>
<tr>
<td>EHD-6</td>
<td>For lib. 20 of candles from Pietro of Prato the 19 of December at the Memorial A c. 204</td>
<td>s. 14 d. 4</td>
</tr>
<tr>
<td>EHD-7</td>
<td>For staia 6 of wheat we had from Antonio di Giovanni Macheroni in two times many days ago as in the Memorial A c. 205</td>
<td>f. 4 s. 9 d. 2</td>
</tr>
<tr>
<td>EHD-8</td>
<td>For many expenses made for the hous from the 2 of November until the 12 of January as in the Uscita A c. 97</td>
<td>f. 41 s. 14 d. 11</td>
</tr>
<tr>
<td>EHD-9</td>
<td>For many expenses made from the 19 of January until the 28 of February as in the Uscita book A at c. 98</td>
<td>f. 15 s. 11 d. 5</td>
</tr>
<tr>
<td>EHD-10</td>
<td>For salted fish from Antonetto Micheli at the Memorial A c. 242</td>
<td>s. 2 d. 2</td>
</tr>
<tr>
<td>EHD-11</td>
<td>For salted eels and fish for the Lent as in the Memorial A c. 252</td>
<td>s. 17 d. 9</td>
</tr>
<tr>
<td>EHD-12</td>
<td>For 8 schienali and 25 lib. Of gelding that came from Genoa for the house, a part was given as in the Memorial A c. 253</td>
<td>f. 4</td>
</tr>
<tr>
<td>EHD-13</td>
<td>For 1 1/3 piles of wood we had from Pietro of Sinena some time ago for Niccolao di Pino in this book at c. 135</td>
<td>f. 2 s. 13 d. 4</td>
</tr>
<tr>
<td>EHD-14</td>
<td>For expenses made from the 2 of March until the 7 of June 1394 as in the Uscita book A c. 101</td>
<td>f. 23 s. 12 d. 2</td>
</tr>
<tr>
<td>EHD-15</td>
<td>For expenses made from the 8 of June until the 13 of July 1394 as in the Uscita book at c. 102</td>
<td>f. . 7 s. 5 d. 7</td>
</tr>
</tbody>
</table>

**Sum of f. 158 s. 3 d. 3 a oro**

To this sum should be subtracted for commission s. 12 of our gain s. 11 in sum, in golden money | f. – s. 6 d. 7 |

The net sum is f. 16 s. 4 d. 7 of gold as in this book at c. 193 | f. 16 s. 4 d. 7 |
It seems that in this account impairment is observed the first and the last time. Further, the accountant, like all his colleagues in the future, will charge the impairment directly to “Profi
gits and Losses” account.

There are 3 entries on the credit side: 2 entries of the distribution of expenses between the partners and the third entry refer to closing the account by transferring the balance of account to “Profi
gits and Losses” account.

Figure 2 (translation in Table 2 (debit) and in Table 3 (credit)) presents a double-
page spread c. 349v-350r of the book Prato, AS, D, No. 361, on which “Household

<table>
<thead>
<tr>
<th>Code</th>
<th>The nature of the transaction</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHC-1</td>
<td><strong>Expenses for the house must have</strong> the 12 of November we had back from ser Andrea our sindaco for II barrels of red wine of Provence, he had from us as in the Uscita book A at c. 14</td>
<td>f. 2 s. 17, d. 2</td>
</tr>
<tr>
<td>EHC-2</td>
<td>For <em>staia</em> 4 ½ of flour we gave to our partners of Genoa as in the Memorial A at c. 201</td>
<td>f. 3 s. 9, d 5</td>
</tr>
<tr>
<td>EHC-3</td>
<td>For […] we had from messer Niccolò di Pagnozo and Co from the 3 of September until the 1st of January as in this book at c. 169</td>
<td>f. 28</td>
</tr>
<tr>
<td>EHC-4</td>
<td>For <em>staia</em> 4½ of flour we sold to our partners of Genoa as in the Memorial A c. 219</td>
<td>f. 3 s. 9, d. 5</td>
</tr>
<tr>
<td>EHC-5</td>
<td>For ½ <em>staio</em> of walnuts we sent to our partners of Genoa in this book at c. 183</td>
<td>s. 5 d. 8</td>
</tr>
<tr>
<td>EHC-6</td>
<td>For 6 1/3 months that Antonetto Micheli came back to our house until the 28 of March in this book at c. 186</td>
<td>f. 15 s. 8, d. 1</td>
</tr>
<tr>
<td>EHC-7</td>
<td>For 3 <em>staia</em> of flour we sent to Genoa as in the Memorial A at c. 238</td>
<td>f. 2 s. 2, d. 2</td>
</tr>
<tr>
<td>EHC-8</td>
<td>For 7 <em>schieneali</em> and lib. 25 of capers which came from [canceled]</td>
<td></td>
</tr>
<tr>
<td>EHC-9</td>
<td>For 2 days that Nicolò del Barna came back to us in the house as in the Memorial A at c. 374</td>
<td>s. 17</td>
</tr>
<tr>
<td>EHC-10</td>
<td>For 2 <em>schieneali</em> messer Nicolò di Pagnozzo and Co had from us, they were part of a shipment of 8 <em>schieneali</em> that can be seen in the other page, they were put in the house expenses account at c. 20 we had the 3 of June 1394</td>
<td>f. 1, 57.13.11</td>
</tr>
<tr>
<td>EHC-11</td>
<td>For expenses for the ones of messer Niccolò di Pagnozzo and Co from the 1st of January until the 1st of July for six months between Nutino and Antonio Mancini with Bandino, f. 50 from which we subtract for flour and oil and walnuts we had from them some time ago as in the Quadernaccio A at c. 198 (f 3), f 47 remain in this book at c. 266</td>
<td>f 47, 104.13.11</td>
</tr>
</tbody>
</table>

And they **must have** the 8 of July f. 53 s. 9 d. 4 for balance of this account we put in this book at c. 397

**Sum of f. 158 s. 3 d. 3 a oro**

---

**Table 3.** Household expenses in the account of Prato, AS, D, No. 361, p. 350r (2) – credit (F. Datini’s company in Pisa, 1393–1394)

<table>
<thead>
<tr>
<th>Code</th>
<th>The nature of the transaction</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHC-1</td>
<td><strong>Expenses for the house must have</strong> the 12 of November we had back from ser Andrea our sindaco for II barrels of red wine of Provence, he had from us as in the Uscita book A at c. 14</td>
<td>f. 2 s. 17, d. 2</td>
</tr>
<tr>
<td>EHC-2</td>
<td>For <em>staia</em> 4 ½ of flour we gave to our partners of Genoa as in the Memorial A at c. 201</td>
<td>f. 3 s. 9, d 5</td>
</tr>
<tr>
<td>EHC-3</td>
<td>For […] we had from messer Niccolò di Pagnozo and Co from the 3 of September until the 1st of January as in this book at c. 169</td>
<td>f. 28</td>
</tr>
<tr>
<td>EHC-4</td>
<td>For <em>staia</em> 4½ of flour we sold to our partners of Genoa as in the Memorial A c. 219</td>
<td>f. 3 s. 9, d. 5</td>
</tr>
<tr>
<td>EHC-5</td>
<td>For ½ <em>staio</em> of walnuts we sent to our partners of Genoa in this book at c. 183</td>
<td>s. 5 d. 8</td>
</tr>
<tr>
<td>EHC-6</td>
<td>For 6 1/3 months that Antonetto Micheli came back to our house until the 28 of March in this book at c. 186</td>
<td>f. 15 s. 8, d. 1</td>
</tr>
<tr>
<td>EHC-7</td>
<td>For 3 <em>staia</em> of flour we sent to Genoa as in the Memorial A at c. 238</td>
<td>f. 2 s. 2, d. 2</td>
</tr>
<tr>
<td>EHC-8</td>
<td>For 7 <em>schieneali</em> and lib. 25 of capers which came from [canceled]</td>
<td></td>
</tr>
<tr>
<td>EHC-9</td>
<td>For 2 days that Nicolò del Barna came back to us in the house as in the Memorial A at c. 374</td>
<td>s. 17</td>
</tr>
<tr>
<td>EHC-10</td>
<td>For 2 <em>schieneali</em> messer Nicolò di Pagnozzo and Co had from us, they were part of a shipment of 8 <em>schieneali</em> that can be seen in the other page, they were put in the house expenses account at c. 20 we had the 3 of June 1394</td>
<td>f. 1, 57.13.11</td>
</tr>
<tr>
<td>EHC-11</td>
<td>For expenses for the ones of messer Niccolò di Pagnozzo and Co from the 1st of January until the 1st of July for six months between Nutino and Antonio Mancini with Bandino, f. 50 from which we subtract for flour and oil and walnuts we had from them some time ago as in the Quadernaccio A at c. 198 (f 3), f 47 remain in this book at c. 266</td>
<td>f 47, 104.13.11</td>
</tr>
</tbody>
</table>

And they **must have** the 8 of July f. 53 s. 9 d. 4 for balance of this account we put in this book at c. 397

**Sum of f. 158 s. 3 d. 3 a oro**
expenses” account over the period 1393–1394 is placed. On the folio are 3 accounts, which are kept according to the Venetian form: debit is opposed by a symmetric credit. The account that interests us is located in the center of the folio, the second one.

The second “Household expenses” account in content almost does not differ from the similar account of the previous period. The expenses for food, drinks and, of course, wine still prevail. New items have not appeared.

Conspicuous is the first credit entry of the account. It says: “Household expenses must have 12, November we received paying back from ser Andrea, our Sindaco (mayor), for 2 barrels of red Provence wine, which he received from us, as in Entrata A on p. 14”.

The situation looked something like this. The managers of the company presented the city of Pisa a couple of barrels of red wine from Provence. At the same time, the expenses for buying wine, of course, were included in household expenses. Apparently, the amount of f. 2 s. 17 d. 2 according to the medieval legislation was considered essential and could be recognized as “a bribe”, or for ethical reasons, the mayor paid the given amount to the cashier of the company, and there is a corresponding entry in Entrata e Uscita.

Below on the credit side of the account there are entries that reduce the amount of household expenses due to the charge of their part to the partners of the company. Apparently, the accountant did not record purchasing as material inventory, but wrote them off directly as household expenses. Then, in the course of transfer of these reserves to the partners, the sum of expenses decreased. The sum balancing the account (f. 53 s. 9 d. 4) is transferred to the debit of “Profits and Losses” account.

It is very important to see the differences between the household expenses described by Pacioli for an independent merchant and the expenses of a company 100 years before Pacioli’s Treatise. In the time of Pacioli, the income of a store owned by an independent merchant covered the expenses for purchasing and marketing of goods as well as expenses for the maintenance of the merchant’s family.

In the era of Francesco Datini household expenses (whether that be Datini’s individual company or a company with his participation) did not contain personal expenses items, but included only the expenses for office maintenance and the sustenance of its employees, including capital owners, top managers and minor clerks and workers.

5 Conclusion

Luca Pacioli described the account of household expenses of an individual merchant. Expenses included both the expenses for carrying out business (excluding the cost of goods) and expenses for family maintenance.

This paper is aimed at studying the structure of household expenses of Francesco Datini’s companies in Pisa during the last decade of the 14th century. If we compare this account with the same account in family trading businesses and companies, then there are no special differences in the composition of the items of expenditure. When analyzing the directions of expenditure, it is clear that the account is aimed at the accounting of general economic expenses caused by the social security of company.
employees, who were often seconded to the company, geographically remote from their families. As a rule, these are the expenses related to living, sustenance and creating conditions for normal work activity, but in no case to the satisfaction of personal needs of owners and employees.

Moreover, there are significant differences in the classification of accounts by purpose. At family merchant businesses, this account is aggregative, and in companies it could sometimes be aggregative and clearing. The sum of accumulated expenses is distributed among Datini’s company and the partners who used Datini’s office to carry out their business.
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Abstract. The political and economic crisis of the end of the 1980th and the change of eras which followed in the 1990th showed extremely sharp crisis phenomena in the Russian economy. Change of public formations was shown in total reorganization of the social and economic relations in society. Many organizations were unable to pay bills of suppliers, to pay wages in time as well as make payments on taxes, etc. The financial position of most of accounting entities and citizens sharply worsened because of the acute shortage of financial resources caused by a hyperinflation.

The whole economic history of mankind is followed by problems of payments and the problems of bankruptcy that coincide with this phenomenon. Even in modern history the problem of bankruptcy remains the sharpest (on average, the statistics of bankruptcy cases in Russia is about 30,000–40000 cases per year). In this paper analysis of history of origin and development of institute of bankruptcy in Russia is carried out.
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1 Introduction

Development of the Russian Bankruptcy Law can be provided three main stages matching social, economic and political transformations in the history of Russia. First stage pre-revolutionary Bankruptcy Law; the second—the Bankruptcy Law of the Soviet period (existing only in the period of the New Economic Policy); the third—the modern Bankruptcy Law (developing since June 1992).

2 Pre-revolutionary Bankruptcy Law

The norms, regulating the problem of insolvency in the prerevolutionary legislation of Russia, have undergone a long evolution, in many respects like the development of similar legislation of the countries of Western Europe.

In ancient Russia there was no separation of society into estates, which in the mutual struggle would advance their privileges. On the contrary, Russian history represents the unity of the entire civil society. Therefore, there was no ground for the emergence of feudal or merchant law. If, at times, trade turnover required for itself
some legal features, then they found their place in general legislative monuments, and did not isolate themselves into a special system.

On the other hand, the isolation and mainly land way of life of the state slowed down development of the Bankruptcy relations and in general institute of bankruptcy. Rudiments of Bankruptcy process can be already found in the most ancient code of laws which arose and existing in Ancient Russia the XI—XII centuries—the Russian Truth of Extensive edition of Yaroslav the Wise. The Russian Truth fixed the differentiated approach to insolvency assessment. For example, art. 54 said: «Аще котори купец, кое любо шед с чюжими кунали, испотьться, любо рать возметь, ли огонь, то не насилити ему, ни продати его но како начнет от лета платити, тако же платити, зане же пагуба от бога есть, а не виноват есть; аже ли пропицетися или пробьеться, а в безумы чюжь товар испортьися, то тако любо тем, чи то товар, ждут ли ему, а своя им воля, продавать ли, а своя им воля» [9, V. 2, p. 68].

The legislation distinguished the unfortunate insolvency that arose not by the debtor’s fault, in which he was able to pay the debt by installments, but this privilege did not extend to the merchant who spent on drink the capital or lost it in a fight (careless bankruptcy). In such cases, the fate of the debtor depended on the will of creditors, who at their discretion either agreed to repay the debt by installments or sell the property and the debtor himself in bondage. From the casual and careless Old Russian legislator distinguishes malicious bankruptcy: «Аже кто многоимъ должень будеть, а пришедъ гость изъ иного города или чюжеземецъ, а не ведая запустить за нь товаръ, а опять начнетъ не дати гости кунь, а перви долженьны начнуть ему запинати, не дадуче ему кунъ, то вести и на торгъ, продати же и отдати же первое гостины кунь, а домашнимъ, что ся останетъ кунъ, тем же ся подьельть; паки ли будуть княжие куны, то княж куны первое взятъ, а прокъ в дель; аже кто много реза имать, то тому не имать» [9, V. 2, p. 68].

According to the Art. 55 of the Russian Truth of Extensive edition, a merchant who was deprived of the credit of his citizens, who took for sale the goods from a merchant, who did not know about his insolvency and did not pay for the received things, should be sold by creditors to bondmen, payment by installments was not provided to him.

The division of insolvency into categories and the establishment of the character of the debtor’s guilt are peculiar only to Russian legislation. In any phenomenon, there is an attempt to get to the root of the causes that generate it, in the name of a fair assessment and retribution. Rational and business-like West does not have such a trait in the character of its peoples [19, p. 157].

The special interest is the phenomenon that the more remote development of law from the original era, the weaker become the features of insolvency. If the provisions of the Russian Truth were sufficient for their time and to the extent consistent with the general system of law, it is impossible to tell the same about the newest time when credit relations have developed so much that it was already impossible to do without Bankruptcy legislation. And meanwhile only by the XIX century there is a Bankruptcy charter for us.

The traces of Bankruptcy Law occurred in the contract of Smolensk prince Mstislav Davydovic with Riga, Gotland and German cities in 1229. In the Art. 10 of this agreement, we indicate the order of satisfaction in the event of the existence of several
creditors. In this case, both the German with respect to his Russian debtor in Smolensk and the Russian with respect to his German debtor in Germany enjoyed the privilege of preferential satisfaction. This privilege remained according to the Art. 11 even in the case of confiscation of property for a crime—«жажда разгневается князь на своего человека».

The Russian Truth so well satisfied requirements of princely courts that it was included in legal collections up to the 15th century. Lists of the Extensive Truth actively extended in the XV—XVI centuries. And only in 1497 the Code of Law of Ivan III Vasilevich was published, replacing the Truthful Truth as the main source of law on the territories united in the centralized Russian state [3, p. 24].

Analyzing ancient monuments of institute of bankruptcy, it is possible to draw a conclusion that the level of the economic relations existing in those days didn’t reach that mark when there is a need for detailed regulation of the Bankruptcy relations. This period is characterized by formation of the Russian centralized state.

For four centuries up to the Cathedral Code of 1649, no laws regulating Bankruptcy relations in Russia have been found, although in other countries such laws have already existed. It is obvious that in Russia at that time there was no need for such laws. This is also evidenced by the fact that the Cathedral Code practically repeats what was established 400 years before by the “Russian Truth” [10, p. 117].

It should be noted that in the insolvency law of Ancient Russia the priority of satisfaction of claims of creditors was already entered. The prince was the first on a priority, he was followed by foreign and nonresident merchants, and the last-local creditors. By the same, creditors were not allowed to recover a significant amount of interest to satisfy the requirements, because of which the creditor practically recovered the loan from the debtor. The above provisions seemed so important and justified that they were almost completely reproduced by the subsequent legislative acts of Russian law. In later Russian legislation, for example, in Aleksey Mikhailovich’s Code of 1649, the priority in creditors was given to the state treasury and foreign creditors.

In Ch. 4 “Brief image of the processes or litigation” (the manuscript version of which is supposed to be edited by Peter the Great himself), published in March 1715, we find Art. 5 of the following content: «Купеческие книги, из которых видимо, что тот и тот толикое число винен, могут токмо вместо половины доказания служить…» [9, Vol. 4, p. 41].

Despite almost absent legislative regulation, the problems connected with bankruptcy became more and more relevant. Trade relations considerably became complicated, and over time there were not enough available legislative provisions which determined only the most general operations procedure in case of insolvency of the debtor. Nevertheless, long before the first systematized laws on insolvency, Bankruptcy processes were conducted, especially in large trading cities.

The Bankruptcy Law in Russia developed in three directions which were not interconnected among themselves. The first direction consisted in attempt to adapt regulations of foreign legislations for the Russian conditions and features. The second direction in the basis of the institution of insolvency saw the development of national Bankruptcy relations. The third direction—creation and codification of regulations of the Russian Bankruptcy Law.
In Russia the foreign legislation was generally applied in case of trials within the largest processes. The government not only didn’t interfere with application of precepts of law of a foreign state, and moreover, it strongly recommended sometimes, explaining its actions with readiness of the foreign legislation.

For certain reasons, the Bankrupt charter accepted on December 15, 1740 was the first regulating document in Russia regulating insolvency proceeding. The decree accompanying the Charter it was offered to arrive in all questions concerning bankruptcies according to the Charter. As it was noted above, in many respects this document just copied the Western European legislation, and some provisions couldn’t be applied in Russia only for that simple reason that didn’t correspond to either national peculiarities, or economic realities of that time.

This explains the constant efforts of the Senate to pass a new law, which were made periodically: in 1753, 1763, 1780, etc. It should be noted that projects in most of provisions were better, than the Charter which was accepted later.

On December 19, 1800 considering national peculiarities and the state of the Russian economy Paul The First adopted the new law—Charter on bankrupts. According to the Charter of 1800 the person was considered as the bankrupt, who “cannot fully pay their debts”. Three types of bankruptcy were entered: from misfortune, from negligence and defects, from forgery. Various measures of influence were taken with respect to each type of insolvency [12, p. 43].

On June 23, 1832 the new law—“The Charter about Trade Insolvency” acceptable and adequate to the Russian reality which was applied only to the persons belonging to trade estate in the beginning was accepted, and in 1846 it was distributed on all people, who are engaged in trade. This Charter was applied with minor amendments up to 1917.

The history of the Bankruptcy Law both Russian, and foreign, carries out separation of insolvency into types. As criteria of classification it is possible to allocate:

(1) nature of the reasons which entailed insolvency;
(2) nature of activities of the debtor.

The Charter of 1832 distinguished three types of insolvency: simple insolvency, forged or malicious in the presence of intent and forgery; and in the absence of guilt, the debtor was declared insolvent for misfortune and was not subject to arrest.

According to another criterion, depending on the conduct of a person’s trading activities, trade and non-trading insolvency are singled out.

The pre-revolutionary legislation in Russia provided three forms of initiation of proceedings of insolvency: according to the statement of the debtor, at the request of creditors and on an initiative of the court. First, the right to ask about opening of Bankruptcy process was provided to creditors, but it was supposed that the debtor before the creditors can find the insolvency. Frank recognition of the debtor was very important circumstance as, first, creditors could be convinced of conscientiousness of such debtor, secondly, in case of personal application the debtor could avoid arrest.

It should be noted that along with traditional procedures of Bankruptcy production the Russian legislation of that time regulated the procedures directed to recovery of solvency of debtors during trade insolvency i.e. what in the modern language is called rehabilitation procedures. For their carrying out administrations on trade affairs were created [16, p. 315].
It is necessary to emphasize that the existing institute of administration differed from the western analogs where for prevention of insolvency the debtor was granted delay in payments, such measures as precautionary peace deal, judicial liquidation was applied. At the same time by the foreign legislation for the debtor management of its property remained, and by the legislation of Russia the debtor was discharged of a property management.

It should be noted that the law on insolvency in Russia was used often. Thus, during the period 1893—1903. 546 joint-stock companies with capital of the owner in 11,420 million rubles were liquidated, and during the same period 1190 joint-stock companies with the owner’s capital of 2147.7 million rubles were created [1, p. 46].

Along with the improvement of the insolvency law in the 19th century there was a formation and development of regulation of financial accounting in Russia. Regardless of merchants performed trading activities independently or collectively (in a partnership), the law of July 14, 1834 assigned an obligation of maintaining trade books which number depended on a trade sort. For wholesale trade were provided: “(a) memorial the book for daily record of affairs, (b) the ledger (gross-book) opening separate accounts on all turnovers of trade” [18, p. 82]. In this occasion, the famous Russian civilian P. P. T市民, in his Essay on the Fundamental Concepts of Commercial Law, noted: “The Commercial Charter … gave the whole management of obligatory accounts department, various, however, by the amount of trade. Bookkeeping is compulsory for everyone, so the banker should keep commodity and invoices books, although he has no goods, receives and sends no invoices” [19, p. 107].

In 1857 regulations about annual creation of accounting balance were entered the Charter. Also the legislation on the public reporting was improved: par. 45 of the Regulations on the companies on shares approved on December 6, 1836 determined the structure of the annual reporting: “Reports are signed by all board members, and should include:

(a) condition of the equity of the company;
(b) total income and expense for the time for which the report is submitted;
(c) detailed account to costs for management;
(d) account of a net profit;
(e) the account of the reserve equity when that is, and
(f) the special report on artificial and other institutions if those are in case of the company” (paragraph 14).

Besides, the Regulation contained the rules relating to the liquidation of the enterprise: the obligatory notification was provided in a seal about the beginning and the termination of a liquidation procedure. In relation to owners of the company the priority of a covering of their requirements according to which they could receive the shares “from the company so far was established the amount necessary on payment of all its liabilities won’t be brought in one of the state credit establishments” (paragraph 15).

During the analysis of the legislation of the period 1800—1917. We can distinguish some of its characteristic features:
bankruptcy is considered as insolvency of the dealer, banker because of default of liabilities through his fault; the choice of insolvency proceeding depended on degree of guilt;

(2) a clear terminological distinction is made between insolvency and bankruptcy, where the former is a more voluminous concept, and the latter is a separate case of insolvency;

(3) classification of concepts of insolvency (trade and non-trading) and bankruptcy (mercenary and simple) is conducted.

Besides, in case of determination of insolvency of an accounting entity accounting records were not practically used that, first, is explained by unified accounting methodology and by the linkage of insolvency only to the debtor’s non-payment feature.

3 The Bankruptcy Law of the Soviet Period

The next, very short period of the development of the institution of inconsistency can be called Soviet. At this stage of development of the Bankruptcy Law the procedure of insolvency as a method of the termination of business activity, wasn’t practically applied.

The transition to a peaceful life, implementation of the new economic policy and emergence of free trade turnover have led to the emergence of the problem of non-payments and, accordingly, the need for their legal regulation. The first Civil Code of the RSFSR of 1922 contained norms regulating relations arising in the conditions of insolvency of civil and commercial partnerships and individuals. However, in practice, the application of these regulations was difficult as the Civil Procedural Code of RSFSR accepted in 1923, didn’t regulate the procedure of the announcement of insolvency. In the legislation the accurate procedure of insolvency proceedings wasn’t established. This shortcoming was compensated only in 1928 when the Civil Procedure Code of RSFSR was added with hl. 37 “On insolvency of individuals, physical and legal”. Insolvency signs were provided in Art. 318: “The debtor who stopped payments on debts on the amount over three thousand rubles or forced to stop them on the meant amount on a condition of the affairs can be acknowledged insolvent if the court establishes its inability to complete payment of cash requirements to creditors” [19, p. 46].

Since 1928 in process of folding of the New Economic Policy and entering of the program of industrialization of the country and the first 5-years periods from laws also those insignificant Bankruptcy regulations which existed gradually began to disappear. All events were explained by the fact that the institute of insolvency, unlike some other institutes, was incompatible with state planned economy and undivided state monopoly for property, model of insolvency existed only in regulations of the Soviet State, in practice it wasn’t implemented. The problem of non-payments was regulated at the national level by means of the developed system of dating of unprofitable industries of national economy and the separate entities. The unprofitable entities and farms were artificially built in economy and existed as planned-loss-making at the expense of state
financing, periodic debt write-off from farms, constantly existing schemes of redistribution of financial flows in the economic systems of the ministries and departments.

Concerning citizens, the question of bankruptcy did not arise at all as they had no right to be engaged in independent economic activity. Non-payments of taxes were collected as civil legal proceedings by the address of collection on the property belonging to the debtor.

Thus, by early 1960, general rules on bankruptcy were excluded from the civil law of the USSR.

Given the fact that the insolvency institution is inherent only in the market economy, then its revival became possible only with the transition of the Russian economy to market relations.

With the beginning of reforms on forming of market economy, the problem of creation of the standard legal basis of insolvency of accounting entities became a pressing practical task. Already in the very first Russian economic reform law “On Enterprises and Entrepreneurship” (adopted by the Supreme Soviet of the RSFSR on December 25, 1990) there was Art. 24, par. 3 of which said: the entity which isn’t fulfilling the liabilities on calculations can be declared judicially insolvent (bankrupt) according to the legislation of RSFSR.

4 The Modern Bankruptcy Law

The third, modern stage of functioning of the bankruptcy mechanism begins with the publication of a detailed, rich in regulatory and legal content of the Decree of the President of the Russian Federation of June 14, 1993, No. 623 “On measures for maintenance and improvement of the insolvent state entities (bankrupts) and application to them special procedures”. The decree appeared in an extremely difficult period for the USSR, when the actual procedure for the disintegration of the country began, which led to the breakage of the existing ties between socialist enterprises for years, the vertical of economic management was lost, and the privatization of state and municipal enterprises began.

The decree No. 623 was issued for support of the state entities which appeared insolvent (bankrupts) and ensuring effective use of the state-owned property assigned to the state entities, protection of the rights and the interests of the state, creditors and labor collectives of the insolvent entities. By that time, the need to regulate relations connected with insolvency of the entities based on other patterns of ownership ripened.

For regulation of institute of insolvency, the Law of the Russian Federation of November 19, 1992 No. 3929-1 “On insolvency (bankruptcy) of the entities” [8] was soon adopted which in a decade underwent three absolutely opposite editions. Here the legislator gives a priority to external signs of bankruptcy, thereby narrowing a concept of insolvency and destroying historically developed concept of bankruptcy.

The law of 1992, in comparison with the Presidential decree of the Russian Federation of June 14, 1992, essentially differently resolved the main issue: the insolvency of the entity began to be considered the insolvency taking place after recognition of the fact as arbitration tribunal or after the official announcement of it the debtor in case of his voluntary liquidation.
The implementation of the Law of 1992 [8] didn’t begin right after its entry into force. Not everyone, who has to execute it, turned out to be ready to the application of the Law of 1992. Considerable preparatory work on creation of necessary organizational and legal prerequisites was required. Important issues of legal regulation of institute of insolvency (bankruptcy) were resolved in the regulations of the President of the Russian Federation and Government of the Russian Federation accepted according to the Law of 1992.

The practice of applying the Law of 1992 also revealed its weaknesses. First, the problem is connected with the fact that the norms and principles set forth in the Law were “adjusted” to the conceptual apparatus of the then effective legislation of the RSFSR. Secondly, this normative legal act became morally outdated, ceased to answer the developing new economic relations fully. It was explained, first, by the fact that it was adopted in 1992, long before the adoption of the Constitution of the Russian Federation of December 12, 1993 and the new Civil Code of the Russian Federation of 1994.

Work on review of the Law of 1992 was conducted within several years. The Federal law “On Insolvency (Bankruptcy)” of January 8, 1998 No. 6-FZ “On insolvency (bankruptcy)” [6] became the result of work. By the Arbitration Courts, the Law of 1998 was applied in cases of insolvency (bankruptcy) proceedings, the proceedings for which were initiated on March 1, 1998.

The law No. 6-FZ “On Insolvency (Bankruptcy)” [6] was aimed at solving only one task—the protection of the interests of creditors. The procedure for bankruptcy was so simplified that every enterprise that had a 3-month overdue debt in a meager amount—50 thousand rubles, was threatened with liquidation. But in those days in Russia about 40% of enterprises were unprofitable, and each of them was threatened by liquidation. As a result, the Law on bankruptcy from the means of economic recovery turned into a source of conflict, led to the ruin of many solvent enterprises. In general, it seems that the developers of the Law pursued one purpose, super-fast secondary privatization of state property.

Unfair creditors often showed interest not in paying off debt by debtors, implementing measures for financial recovery, but in their liquidation and seizure of property complexes for nothing [14].

A serious drawback of the former Law was, in fact, the disenfranchised position of the debtor. Of course, he could submit to the court a response to the creditor’s statement with his charges in five days (now—ten days), but otherwise his interests were not considered.

The problem of insolvency became particularly relevant in the Russian Federation because of the August 1998 crisis and was identified as a result of the threat of a “sovereign default” caused by the termination by Russia of payments on state bonds of federal loan and short-term bonds (OFZ and GKO) duty of the USSR. These events regarding instruments placed on foreign markets through commercial banks could not but cause a chain reaction in the sphere of financial transactions of the latter [11, p. 274].

In December 2002, the new Federal Law “On Insolvency (Bankruptcy)” No. 127-FZ [7] came into force, which is still functioning today. It applies to individuals and legal entities, except for state enterprises, institutions, political parties and religious organizations. Bankruptcy procedures help to overcome the crisis of non-payments,
stop the growth of overdue debt and prevent negative social consequences associated with crisis processes. The law contains more stringent requirements for arbitration managers, who are entrusted with conducting bankruptcy procedures.

In comparison with previous edition, the last Law regulates bankruptcy process in more detail. All these changes are very positive and, undoubtedly promote balance of interests both debtors, and creditors.

5 Conclusion

Summarizing the above, we conclude that the emergence of bankruptcy as an economic and legal category goes back to the deep past. The bankruptcy procedure in a market economy serves as an important component of public relations in the sphere of economics and law. It is the most effective way to protect violated rights and legitimate interests of economic activity participants, as well as an important tool for self-regulation of the business environment from elements that are not viable.

At the same time, it is necessary to develop and adopt separate rules that establish the possibility for the effective functioning of the institution of bankruptcy in Russia. It is also essential to use special procedural rules within the framework of existing norms, taking into account the peculiarities of cases connected with insolvency.

All these things can be realized by paying attention to the accumulated historical experience of Russian and foreign legislation.
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Abstract. The formation of an internal control system for the company is an actual and necessary process that indicates the level of maturity of the business. The existence of developed organizational measures, methods and procedures allows in a preventive manner to focus management attention on risky areas of business processes and determine activities to optimize the performance of company to achieve its goals and strategy. In these conditions, a continuous audit becomes a priority for increasing the information openness of business as a part of the company’s internal control system. In present work we examine the implementation of digital technology in continuous audit through the automatic processing of data in the company’s information systems based on the analysis of the criteria of risk-oriented approach to improve risk-management process.
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1 Introduction

The influence of the uncertainty on business necessitates the timely identification and assessment of risks in order to prevent and reduce the possible negative consequences for the financial position of the company and its performance. In this connection, the formation of an internal control system becomes the necessary process, which helps management to focus attention on risky areas of business and optimize activities to achieve the company’s goals [19].

An important factor of the company’s competitiveness is the ability of management to build a competent and effective policy of risk management. Studies of recent years [20–22] have noted the increasing role of risk management as an integral part of management functions in the company. Timely identification of risks and the development of a set of measures for preventive exposure make it possible to create a reliable basis for decision-making and planning and improve the management of the company to achieve the objectives of business processes [13, 15–17, 23]. Despite a significant number of works [1, 7, 9, 18] devoted to the application of risk-based approach in the activities of companies, the issue of practical implementation of control procedures in the company’s business processes remains relevant. The development of elements of the internal control system as a whole and continuous audit in particular is becoming more urgent for improving the risk-management process [2, 7, 9–12, 14, 18, 24].
2 Implementing Continuous Auditing and Continuous Monitoring

Companies have begun to focus their efforts by implementing continuous auditing (CA) and continuous monitoring (CM) disciplines around their business processes, transactions, systems, and controls. Implementation of technology-based applications to manage key areas of risk and control has become a practical and necessary alternative to meet the growing ever-changing regulatory, business, and industry requirements and needs of the organization. Together, CA and CM offer a broad range of benefits that can help organizations provide greater transparency into the operations and improve business performance by removing excess costs from operations, improving controls and processes, and preventing and detecting fraud and misconduct [5].

In general, CA/CM strategy is influenced by a variety of drivers [6]:

- heightened demand for faster, better decisions and for improved, but cost-effective risk management;
- rising pressures on internal audit to provide timely assurance to stakeholders;
- increasing complexity and change in regulatory requirements;
- greater efforts to align internal audit activities with management’s strategic business goals.

CA/CM seeks to add value by improving compliance and supporting business goals. Potential benefits of CA/CM as a monitoring mechanism include [4, 5]:

- delivering regular insight into the status of controls and transactions across the global enterprise;
- enhancing overall risk and control oversight capability through early detection and monitoring;
- using automation to efficiently test a broader range of transactions and controls leading to cost-reduction opportunities;
- enhanced and more timely oversight of compliance across the enterprise;
- business improvement through reduced errors and improved error remediation, allowing reallocation of resources to value-adding activities;
- the ability to report more comprehensively on compliance with internal and regulatory requirements.

In this regard, the topical task is to improve the quality of the management level, which implies creating an internal control, audit, and risk management system that meets the modern needs of corporate governance. The most effective is the construction of a single risk-oriented system of internal audit and control, which should be implemented in three key strategic areas:

(1) formation of a risk-based internal control system based on a strategy of continuous improvement of its quality;
(2) development and improvement of the activity of a functionally structured system of internal audit on the conditions of centralization and strengthening of the vertical control;
(3) establishment of a control mechanism for prevention of fraud in the financial and economic sphere with the development of a single integrated program. The relevant information must be identified, recorded and transmitted in a timely manner in a form that allows auditors to use it effectively.

Although CA/CM are often considered together, they are actually two distinct types of controls. As the name implies, continuous monitoring enables management to continually review business processes for adherence to and deviations from their intended levels of performance and effectiveness. Similarly, continuous auditing enables internal audit to continually gather from processes data that supports auditing activities. Researchers [3, 6, 8] define CM as an automated, ongoing process that enables management to:

- assess the effectiveness of controls and detect associated risk issues;
- improve business processes and activities while adhering to ethical and compliance standards;
- execute more timely quantitative and qualitative risk-related decisions;
- increase the cost-effectiveness of controls and monitoring through IT solutions.

CM enables management to determine more quickly and accurately where it should be focusing attention and resources in order to improve processes, implement course corrections, address risks, or launch initiatives to better enable the enterprise to achieve its goals.

CA, in its turn, is defined as an automated audit, ongoing process that enables internal audit to:

- collect from processes, transactions, and accounts data that supports internal and external auditing activities;
- achieve more timely, less costly compliance with policies, procedures and regulations;
- shift from cyclical or episodic reviews with limited focus to continuous, broader, more proactive reviews;
- evolve from a traditional, static annual audit plan to a more dynamic plan based on CA results;
- reduce audit costs while increasing effectiveness through IT solutions.

A company may maximize the value of implementing both CM and CA by:

- integrating management’s responsibility for the performance of controls with internal audit’s responsibility for assurance regarding management’s controls—while preserving audit’s independence;
- increasing coordination between management and internal audit in order to minimize duplication of controls and efforts;
- adapting more quickly and effectively to changes in the risk and regulatory climate.

As we can see, the most relevant method of internal audit, which allows to ensure a control procedure at all levels of management, identify the main risks and their acceptable level is the method of continuous audit. It can act as an early warning system to detect control failure on a more timely basis than under traditional
approaches. The goal of implementing continuous audit is to enhance the overall visibility of the organization to risk and performance through the effective use of technology.

3 Procedural Steps for Automated Continuous Auditing

With the use of continuous audit, the company can establish automated collection of audit evidence and indicators from an entity’s IT systems, processes, transactions, and controls that allow real-time analysis of financial and business processes with a significant reduction in time and resources. This information enhances auditor capabilities and helps to ensure compliance with policies, procedures, and regulations.

To develop a continuous audit, it is necessary to create an automated information system of financial and economic indicators integrated into the IT-system and allowing, with the help of logical compliance settings, to determine the degree of correspondence between the actual parameters and the target criteria. Reports from this automated information system should be generated in accordance with established criteria, which allows to detect deviations from the targets of business processes.

The Implementation of a Continuous Audit Consists of the Following Procedural Steps

(1) establishment of priority areas for continuous audit;
(2) definition of monitoring rules within the continuous audit;
(3) determining the frequency of the audit process;
(4) setting parameters for continuous audit;
(5) management of results and subsequent actions;
(6) reporting results [2].

At the stage of establishing priority directions based on the risk-oriented approach we should:

– identify the most important business processes that have the greatest impact on the company’s activities;
– evaluate the projected benefits from the inclusion of the business process in the continuous audit process;
– assess the availability and structure of the required data.

The definition of monitoring rules in continuous audit includes the establishment of rules/scenarios/sequences for processing analytical data for specifying a programming algorithm according to the objectives of a particular business process.

When determining the frequency of the continuous audit process, it is necessary to take into account the natural rhythm of the process being tested, the issue of the cost, risks and benefits of the proposed periodicity, taking into account monitoring objectives such as containment or prevention.

Setting parameters for continuous audit should include the identification of target and limit values of the analyzed indicator criteria for the planning needs in order to set relevant activities in audit and management.
Management of results and subsequent actions of risk owners should be built on the basis of evaluating the results of signal processing and error detection. The results of continuous audit are considered in comparison with internal and external measures to determine their impact on the process and sufficiency to cover risks.

The results of continuous audit should be submitted to management in a timely manner in a consistent official report, including observations and understanding of the risks, control measures and consequences associated with the findings.

In order to prevent significant costs, it is advisable to create automated information system on the basis of existing network resources and information databases in the company. Modern information technologies make it possible to create digital software that aggregates data from information systems with both financial and technical parameters according to given algorithms. Using digital technologies with the function of indicator system will allow to detect inconsistency with the indicator and to receive the detailed information in real time. It is possible that basic data analysis can be performed using a range of tools, including spreadsheets and database query and reporting systems. There are certainly risks from using spreadsheets, apparent to any auditor, because of the difficulty of ensuring data integrity. General purpose analysis tools also have their own limitations. It is clear that the analytics process must be managed in order to be relied upon by audit, which is why audit-specific analysis software should include capabilities such as:

- maintaining security and control over data, applications, and findings
- logging all activities;
- analysis techniques designed to support audit objectives;
- automated creation and execution of tests [8].

For purposes of visualization of the current status of the system of indicators, both reports from the system, IT-enabled dashboards or colored scoreboard with the reflection of business processes for which deviations can be used. The objective is to make the use of data analytics a sustainable, efficient, and repeatable process.

4 Conclusion

The use of digital technologies in continuous audit provides an integrated approach to real-time risk assessment that combines data on various functional tasks in company and efficiently test a broader range of transactions and controls in order to enhance risk and control oversight capability through monitoring and detection. The move to automated testing and continuous audit procedures also changes the traditionally cyclical nature of the audit process. Comprehensive testing of transactions and controls effectiveness, on an ongoing automated basis, enables audit to move to a more risk-based approach. The results of continuous auditing techniques provide visibility into whether risk is increasing in specific areas and warrants additional audit focus. This use of analytics provides continuous insight into control effectiveness and the compliance of transactions. As long as internal audit can depend on the integrity of these testing procedures, it frees up audit resources to address other areas of risk. Reducing the need to commit substantial
resources to regular financial and operational audits provides the ability to focus more on areas of higher risk in which professional judgment and expertise are key [8].
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1 Introduction

XXI century is inextricably linked with the emergence and implementation of innovative technologies that have a significant impact on society, in which virtual money has been widely developed. Cryptocurrency is a kind of virtual/digital money based on cryptographic methods. For the first time cryptography for the purpose of confidential payments began to be used in 1990 in DigiCash system but the use was short. Theoretically, the term “cryptocurrency” appeared as the Bitcoin payment system, which was developed in 2009. Bitcoin was invented in 2008 by a person or a group of individuals under the pseudonym of Satoshi Nakamoto. According to Satoshi, Bitcoin was created in order that any person could manage their money independently [1, 2]. But the exact name cryptocurrency was appeared in the magazine “Forbes” in 2011. And since that time the name has become firmly in use. Crypto currency is a special kind of electronic means of payment. Strictly speaking, this is a mathematical code. It is called so because the cryptographic elements, namely the electronic signature, are used for the circulation of this digital money.

The units of measurement in this system are “coins”. Cryptocurrency has no real expression such as metal coins or paper banknotes. This money exists exclusively in digital form.

The principal feature that distinguishes crypto money from real ones is the way they arise in the digital space. Cryptocurrency is a decentralized register of data on transactions performed on the basis of cryptographic algorithms. This group of relations can
be aligned to fiduciary relations (relations based on trust between the trustee and the beneficiary, the founder of the company and the established company, etc. [3]. Based on this definition, we can not call the currency an electronic cash, because the bank account for transactions does not open - all transactions occur through digital wallets [4].

Mark [5] argue that the digital currency is something different from government issued currency as it is issued by the private parties and circulate only through the Internet. Dwyer [6] establishes that current digital currencies such as bitcoin is helpful for double-spending problem and create finality of transactions.

Digital wallets are computer software applications that store and transmit payment authorization data for one or more credit or deposit accounts. Digital wallets differ from traditional plastic cards in that they are potentially smart wallets. Traditional payment cards are “dumb” devices that are capable of doing a single thing and nothing more: transmitting payment authorization data to a merchant. In contrast, a digital wallet can provide two-way communication between a consumer and a merchant. That communication need not be limited to payment authorization data, but could include virtually any type of data (geolocation, coupons, loyalty program information, etc.) about the consumer to the merchant. This means that a digital wallet can potentially integrate payments into a comprehensive digital retail services suite of advertising, search, payment, customer service, and loyalty program features [7].

Consequently, if there is one lesson to be learnt from the evolution of cryptocurrencies, it is that there is nothing constant in the definition of a cryptocurrency. The only constant is the fast evolution of cryptocurrencies and businesses centered on them and the lack of robust legal framework regulating them in many areas [8].

2 Cryptocurrency’s Birth and Measurement

Understanding the reasons for the birth of cryptocurrencies gives a complete picture of the regulatory problem embodied in them. It also allows one to appreciate whether there was a realistic vision for the creation of a system of payment or currency. Since the creation of bitcoin coincided with the 2008 global financial crisis, it is commonly suggested that cryptocurrency is the result of the global financial crisis, although there is no concrete evidence for that. The purpose and the core principles of cryptocurrencies do not address the causes or consequences of the global financial crisis. Nevertheless, it cannot be ignored that the lack of trust in government institutions and central banks that ensued during and in the aftermath of the global financial crisis might have been exploited as a marketing tool by the developers and backers of bitcoin and other cryptocurrencies. But that remains the only connection between cryptocurrencies and the global financial crisis [8].

In other hand, the development of computer technologies and networks has affected the change in the form of money. Banknotes and coins are gradually replaced by bank cards. In connection with this, a lot of payment systems operate on the Internet today, which were originally created only for electronic payments, such as PayPal, WebMoney, Yandex.Money. Cryptocurrency’s birth has changed the notion about a traditional payment system over the last decade in the world. In many countries cryptocurrencies are considered illegal. At the same time some countries mark positive
sign for the use of cryptocurrency (USA, UK etc.) and some did not give the legal permission to use it in their territory (Bangladesh, India, Bolivia, Ecuador, Russia etc.). At present, digital currencies are not issued by national banks. But it should be noted the growth of the world’s currency.

Cryptocurrencies are created by programmers basically in three ways [9]:

- ICO (initial coin placement, investment system);
- Mining (maintenance of a special platform for the creation of new cryptogenes);
- Forging (formation of new blocks in existing cryptocurrencies).

Only the Central Bank is entitled to emit real traditional money, but any person can issue cryptocurrency. In order to make transactions using cryptocurrency, you do not need to contact any financial organizations (banks). A further explanation of cryptocurrencies is likely to state that unlike traditional currencies issued by the central banks, a cryptocurrency has no central authority that controls its creation and circulation. The circulation of cryptocurrency occurs in the “Blockchain” system. This system is a database distributed over millions of personal computers around the world. The storage and recording of information on the transfer of crypto currency is carried out in Blockchain system on all devices at once, which guarantees absolute transparency and openness of the transactions being made.

Gikay states [8] that the blockchain is the only infrastructure necessary for the functioning of cryptocurrencies. But that simply is naïve and perhaps a denial of the reality of cryptocurrencies. Cryptocurrencies cannot function without other supporting infrastructures such as exchanges and digital wallets. First time users of cryptocurrencies must necessarily purchase cryptocurrencies from exchanges using traditional currencies and this renders the exchange a necessary part of the cryptocurrency ecosystem, unless the user in question is a miner who earns cryptocurrencies by mining; in the latter case, the user has the option to transact directly from the blockchain. Then users may need to store their cryptocurrencies in third-party administered digital wallets who should keep funds safely but may also use their power to the detriment of users.

Advanced distributed system architecture built to protect against potential threats. More than 98% of digital assets stored in multi-signature, digital wallets. Security protocols are fully aligned and compliant with industry best practices.

The following methods of obtaining cryptocurrency are available:

I. Acquisition through exchanges. Exchange systems flooded the Internet. They allow users to deal with the system of purchases and sales, as well as converting cryptocurrency. The commission on stock exchanges is the lowest, but you have to wait until your buyer finds a product for you. A popular exchange is a great chance to quickly exchange a coin. The most reliable exchanges are those that after registration are asked to make a deposit and undergo verification, and only after that they provide a complete list of operations.

II. Exchangers. The most reliable and proven way by many people. Almost instant payments to the wallets you want. But of course, the exchanger requires a fee for its operations.
III. Forums. This is perhaps the most unsafe method of currency exchange. It is built through a forum on the complete trust of strangers to each other. And here the chance to become a participant in a dishonest transaction increases. At specialized forums, it is possible to find a specific person with whom you will make a transaction, but it will take some time. The advantages of this option are the zero commission and instant exchange.

By now, there are already several thousand varieties of cryptocurrencies. There is a large category (almost 50%) of cryptocurrencies, in fact not provided with any content. These are so-called soap bubbles and we will not take them into account.

The most common types of cryptocurrency are [10]:

1. Bitcoin (BTC, bitcoin, currently one bitcoin costs about 10,000 US dollars). Crypto currency bitcoin in simple words is the very first digital currency on the basis of which all subsequent ones were developed. For this currency, a limit of 21,000,000 is stated, however, it is still not reached at present.
2. Etherium. This is the development of the Russian programmer Vitaly Buterin. This currency appeared relatively recently - in 2015. Now it is quite popular along with bitcoins.
3. Litecoin (LTC is equal to 40 US dollars). The currency is developed by the programmer Charlie Lee and is released from 2011. Lightcoin is considered an analogue of silver among the crypto currency (and bitcoin is analogous to gold). The release of lightcoins, like bitcoins, is also limited and amounts to 84,000,000 units.
5. Dash (dash, ~$ 210).
6. Ripple (~$ 0.15 USD).

The most popular of all cryptocurrency is bitcoin. Its name is made up of the words “bit” - the smallest unit of information and “coin”. For BTC, or bitcoin, not only the program is created, but also a special digital wallet, in which you can store this

![Fig. 1. Top 10 best cryptocurrencies for mining and buying, steadily growing in the price on cryptocurrency markets in the last 3 months 2018. Source: https://www.cryptoratesxe.com/best-cryptocurrency.html.](image)
currency. In addition, now you can withdraw usual paper money in special ATMs for bitcoins exchanging. Also a number of retail chains and stores accept this currency for calculation along with ordinary banknotes and coins. But bitcoin is not among top ten best cryptocurrencies, and we can see it on Fig. 1 and Table 1.

**Table 1.** Fast growing 10 best cryptocurrencies.

<table>
<thead>
<tr>
<th>Cryptocurrency</th>
<th>Percentage growth for the quarter</th>
</tr>
</thead>
<tbody>
<tr>
<td>WeAreSatoshi (WSX)</td>
<td>997.21%</td>
</tr>
<tr>
<td>BriaCoin (BRIA)</td>
<td>179.99%</td>
</tr>
<tr>
<td>Dix Asset (DIX)</td>
<td>117.11%</td>
</tr>
<tr>
<td>Global Currency Reserve (GCR)</td>
<td>95.02%</td>
</tr>
<tr>
<td>Tao (XTO)</td>
<td>84.28%</td>
</tr>
<tr>
<td>Elysium (ELS)</td>
<td>78.24%</td>
</tr>
<tr>
<td>TeslaCoin (TESLA)</td>
<td>57.93%</td>
</tr>
<tr>
<td>SocialCoin (SOCC)</td>
<td>34.85%</td>
</tr>
<tr>
<td>ClubCoin (CLUB)</td>
<td>18.54%</td>
</tr>
<tr>
<td>HempCoin (THC)</td>
<td>0.58%</td>
</tr>
</tbody>
</table>

Source: [https://www.cryptoratesxe.com/best-cryptocurrency.html](https://www.cryptoratesxe.com/best-cryptocurrency.html)

![Percentage growth for the last year](image)

**Fig. 2.** Top 10 most reliable cryptocurrency with stable growth of profitability in the last year. Source: [https://www.cryptoratesxe.com/most-reliable-cryptocurrency.html](https://www.cryptoratesxe.com/most-reliable-cryptocurrency.html).

Percentage growth of ten best cryptocurrencies in the last 3 months 2018 is shown in Table 1.

According to Table 1 and Fig. 1 data, we can see that in the last quarter the most dynamically growing cryptocurrency was WeAreSatoshi (WSX). But every quarter the composition of the cryptocurrency is changing. For example, 20.12.2017 - 14.03.2018 the most dynamically growing cryptocurrency was Argentum (ARG).
The first in Reliability also has changed for a long period (for a year). Information about top 10 most reliable and safest cryptocurrency from 21.07.2017 to 20.06.2018 is shown on Fig. 2 and Table 2.

Percentage growth of ten best cryptocurrencies from 21.07.2017 to 20.06.2018 is shown in Table 2.

<table>
<thead>
<tr>
<th>Cryptocurrency</th>
<th>Percentage growth for a year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Universal Currency (UNIT)</td>
<td>2 460%</td>
</tr>
<tr>
<td>Bitcloud (BTD)</td>
<td>399.82%</td>
</tr>
<tr>
<td>ClubCoin (CLUB)</td>
<td>42.44%</td>
</tr>
<tr>
<td>Argentum (ARG)</td>
<td>1 205%</td>
</tr>
<tr>
<td>EuropeCoin (ERC)</td>
<td>28.32%</td>
</tr>
<tr>
<td>Tao (XTO)</td>
<td>2 187%</td>
</tr>
<tr>
<td>NoLimitCoin (NLC2)</td>
<td>10.11%</td>
</tr>
<tr>
<td>Nyancoin (NYAN)</td>
<td>57.99%</td>
</tr>
<tr>
<td>Elysium (ELS)</td>
<td>28.76%</td>
</tr>
<tr>
<td>Beatcoin (XBTS)</td>
<td>150.66%</td>
</tr>
</tbody>
</table>

Source: https://www.cryptoratesxe.com/most-reliable-cryptocurrency.html

According to Table 2 and Fig. 2 data, we can see that 21.07.2017 - 20.06.2018 the most reliable and safest cryptocurrency was Universal Currency (UNIT) with 2 460% growth for a year. But the most reliable and safest cryptocurrency was Bitcoin (BTC) with 747.54% growth for a year (26.03.2017–25.02.2018). So we can see that cryptocurrency is very volatility. With a long-term investment in the crypto currency, it is possible as a price increase, stop, and a decline. That is, the investment has a certain risk. In following part we will take into account another pros and cons.

3 Cryptocurrency: Pros and Cons

Cryptocurrency affects consumers and merchants quite differently. Different cryptocurrency entail different form factors, technologies, and business models. Accordingly, there are different risks and features involved with different cryptocurrency.

The main advantage of cryptocurrency is their independent on official institutions. The cost of ordinary fiscal money directly depends on gold, silver, the rate of the leading international currencies, political events in the world, volatility of the price of oil, etc. But cryptocurrency is not depending on financial institutions and tools, not inflation, it unique code cannot be copied. This allows you to ensure the safety and security of cryptocurrency. By cons can be attributed the speculative nature of this payment instrument, the high volatility of the course and the further complication of the “mining” process due to the growth in demand.
At this moment, there are more than 2000 types of cryptocurrencies, the most popular are Bitcoin and Litecoin, created on its basis, as well as the gaining popularity of Etherium, created by Russian programmer Vitaly Buterin in 2015. Usually, cryptocurrencies are created for specific tasks. For example, Etherium is provided not only for the implementation of transactions. It already had smart contacts. The role of the analogue of gold in the world of crypto-currency is assigned to bitcoin, but the role of silver is Litecoin. The higher the demand for e-currency, the more expensive it is to pay for it.

**Pros:**

1. Anyone can get cryptocurrency with the help of a specially organized activity (mining). Since there is no single emission center and no official bodies controlling this process, no one can prohibit obtaining crypto money in the network for ordinary citizens.
2. All transactions with cryptocurrencies occur absolutely anonymously. The only open information in this case is the number of the electronic wallet. And all information about its owner is closed.
3. Decentralized output, in addition to the possibility of extracting money by everyone, determines the lack of control over this process.
4. For each type of cryptocurrency, the release limit is provided. Thus, excessive emission is impossible and, as a consequence, there is no inflation in relation to this money.
5. Cryptocurrency is protected by a unique code like an electronic signature that is copy-protected, and therefore it can not be counterfeited.
6. There are practically no commissions for transactions, since during the operations with the help of cryptocurrency, the role of the third party of relations - banks - is not required. Consequently, such payments are relatively cheaper than using traditional money.

According to their main characteristics, digital money is very different from the usual ones. This entails not only solid pluses, but also some disadvantages for users. Let consider some cons cryptocurrency.

**Cons:**

1. If the user has lost the password from his electronic wallet, it means for him the loss of all funds in it. For example, one friend of us lost the password from his electronic wallet so he could not withdraw about one Bitcoin, which meant for him a loss about $ 10,000. Since there is no control over the conduct of transactions using digital money, there are no guarantees of their safety.
2. Crypto currency is characterized by high volatility due to the specifics of its circulation (volatility means a frequent change in its value).
3. In relation to the crypto-currency, attempts may be made by various negative influences from the national regulators of monetary circulation (for example, the Central Bank).
4. As over time the process of obtaining cryptonyms becomes more and more complicated, mining with the help of individual equipment becomes less and less profitable.
Each of the existing types of crypto currency has both advantages and disadvantages inherent in all of them in the aggregate. In general, the same features characterize all of cryptocurrency as traditional money, namely: They are universal; They are exchangeable; They can be accumulated; Perform the settlement function.

The cost of digital money varies depending on supply and demand. The rapid growth of Cryptocurrency is provoking start-up investors to invest massively in the crypto industry, however, such investments are adventurous, and they should be treated accordingly. An investor who decided to enter this market should understand that he seems like sitting on a powder keg. Nevertheless, for those who are not afraid to take risks, we have developed an approximate decision-making scheme for cryptocurrency investment.

Figure 3 reflects following stages:

1. **Be aware = Stay inform.** In the absence of sufficient training, knowledge and intuition, there is a very high risk of losing your investments. The rate of cryptocurrency is not provided and extremely volatility. It changes almost every hour. This is because its fall and increase depends on two factors only: buying and selling. The basic knowledge for successful investment is laid in the publications of N. Kondratieff, J. Schumpeter, A. Chizhevsky, and others.

2. **Data analysis (safest & profitability).** Study the graphs of cryptocurrency value in relation to USD. Based on this study result, one can conclude: buy or sell.

3. **Choose cryptocurrency** for investment with the highest reliability indicators, for example, with stable growth of profitability for the last quarter.

4. **Buy-selling decision.** The decision to sell could accept, for example, when the price graph has a trend for raising and looks like head-shoulders figure. Otherwise, we
could buy cryptocurrency when the price graph has a downward trend looks like a head-shoulders figure, for example.

5. **Result evaluating (profit or loss).** When you get enough profit, you can try to continue. But at the same time it is necessary to build on the knowledge gained. At a significant loss, it is recommended to stop investing in cryptocurrency.

### 4 Discuss and Conclusions

Cryptocurrency is a new word in money circulation. Its occurrence is conditioned by the needs of the time. Despite the fact that crypto money does not have a real expression, they can almost equally with traditional currency units participate in various operations on the market. In general, the cryptocurrency in its characteristics is largely similar to traditional money; however, it also has a number of fundamental differences that allow digital money to gain popularity in the modern information space. At present it is difficult to predict the further fate of Cryptocurrency, including Bitcoin. As point Monyakova & Tsoy [7], Warren Buffett shared his opinion about the future of Bitcoin: “You can not evaluate bitcoin, since it is not an asset-based. This is a real bubble”.

As a result of this study we have conducted following analysis:

Ways of creating and obtaining; Pros and cons of cryptocurrencies introduction into everyday use; Top ten best cryptocurrencies for mining and buying, steadily growing in the price on cryptocurrency markets in the last 3 months 2018; Top ten most reliable cryptocurrency with stable growth of profitability in the last year. Based on these analysis we have reached a conclusion that cryptocurrency is very volatility. For those who are not afraid to take risks, we have developed an approximate decision-making scheme for cryptocurrency investment.

Mainly two scenarios might be considered for the future of cryptocurrencies. One option is a complete ban on cryptocurrency using. Another scenario is based on the legislative design of the crypto currency market. To successfully implement this path, it is necessary to create “working” laws aimed at creating a transparent market for cryptocurrency, and, most importantly, for controlling transactions in cryptocurrency. In addition, it is necessary to license activities with cryptocurrencies and maintain a corresponding register for monitoring. In modern conditions, “no country in the world has the necessary means, technologies and competencies for qualitative assessment and control over cryptocurrency transactions” [11].

The development of the digital economy will entail radical changes in the way of life of country citizens, not to mention the financial structures, in particular the banking sector, where the introduction of new technologies threatens to reduce the cost of banking services, and a partial waiver of commissions. Therefore, banks will have to focus on lending to specific projects of the real sector of the economy.
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1 Introduction

The study of issues related to the evaluation of sovereign funds’ management is of current interest. In recent years, sovereign funds of many countries have accumulated significant reserves ($ 7.862 trillion as of April 2018) and strengthened their influence on the global financial market [1].

When managing sovereign funds, the task is the increase of the profitability of investments and stimulation of the growth in the national economy. As for the global practice, as a rule, sovereign funds conduct a fairly active investment policy. They invest in less liquid and more risky assets, providing higher returns than typical gold and foreign exchange reserves of the Central Banks.

For effective management of sovereign funds a system for evaluation of the investment is needed. Characterizing the activities of managing a sovereign fund, Russian financial authorities, as a rule, indicate only the profitability of the fund for a certain period, and in some cases even limit information to the absolute values of the income received. It is obvious that this is not enough. In modern conditions, the ratio of “profitability/risk” is at the center of all investment decisions, as well as assessment of them. Another important criterion in evaluating the management of sovereign funds should be the minimization of the costs of managing funds.
To date domestic and foreign practice has accumulated a lot of experience in assessing profitability and risk in their various aspects. However, it seems that there is no holistic approach to an integrated assessment of sovereign fund management, which is really necessary to solve the problems in the relevant sphere.

There is significant amount of publications devoted to the possible directions of investments of sovereign wealth funds – both in western economic literature and in Russia. Among them we can name publications by such groups of authors, as Al-Hassan, Papaioannou, Skancke and Sung [2], Bodie and Briere [3], Brown, Papaioannou, Petrova [4], Hentov and Petrov [5], Kunzel, Lu, Petrova, Pihlman [6], Scherer [7], researchers from Preqin company [8], Kazakevich [9], Tsvirko [10]. But there is a lack of publications devoted to the multifactorial decisions in the sphere of sovereign wealth funds’ management under different conditions on the global financial market.

Sovereign funds have a high degree of uniqueness and specificity, their management is characterized by uncertainty of non-statistical nature, therefore the usage of methods of classical probability and statistics is difficult.

The situation is complicated by a high degree of uncertainty in the world economy, which makes it impossible to accurately assess the state of the economic entity.

In this context the aim of this study is to analyze possibilities of application of fuzzy logic for evaluation of sovereign wealth funds management. For achieving the results of the research, it is necessary to reveal the essence of sovereign wealth funds, their classifications, different aims and tasks, clarify the problems of evaluation of management of sovereign wealth funds and to show possible approaches to the applications of fuzzy logic in this sphere.

2 Essence of Sovereign Wealth Funds, Their Tasks and Management

A sovereign fund is a state investment fund with assets that include various financial instruments, for example, shares, bonds, as well as property, precious metals, etc. According to the functional approach, a sovereign fund is defined as a separate fund established by the state and in direct state ownership, the final beneficiary of which is the population of the country as a whole.

International practice shows that sovereign funds pursue an active investment policy, invest in less liquid and more risky assets, which provides higher yields compared to typical investments of central banks. The features of sovereign funds are as follows: long-term investments, tolerance to short-term fluctuations in income, limitation of speculative transactions.

Studying foreign experience in managing sovereign funds has made it possible to identify the main goals of their creation, types of sovereign funds and the specific features of investment strategies. In accordance with the approach of the IMF, there are five types of sovereign funds:

(1) stabilization funds,
(2) savings funds (funds of future generations),
(3) reserve funds (pension reserve funds),
(4) state investment corporations,

Stabilization funds invest their assets conservatively - mainly in high-quality sovereign obligations. Sovereign fixed income securities account for 69% of investments of stabilization funds; other debt liabilities account for 22% of investments. The objects of investment are highly liquid sovereign securities with low profitability. Stabilization funds need assets that have negative correlation with the source of risk for budget revenues. The directions of investment are explained by the need for a counter-cyclical fiscal policy. In this case short and medium-term investment horizons and high liquidity requirements for stabilization funds are similar to the investments of official reserves.

Savings funds are designed to accumulate wealth from one generation to another; transforming non-renewable resources into a diversified portfolio of financial assets. Sometimes these funds are called investment funds, future generations’ funds, funds with constant income, etc. When investing, they are guided by high income and a long investment period. Requirements for liquidity of assets in the case of savings funds are lower than those of stabilization funds. In the structure of the assets of savings funds shares prevail (55%), significantly exceeding the share of government securities (21%).

Reserve funds (pension reserve funds) are designed to ensure the fulfillment of the state’s pension obligations. In the structure of the assets of such funds shares prevail (39%), a significant portion of assets is invested in other financial instruments (33%). The investments of pension reserve funds are generally long-term; it depends on the expected time of future payments on pension liabilities, in some cases investments are made for decades.

State investment corporations seek to obtain greater returns than official reserves run by the central bank. Funds are placed primarily in shares (66%). The investment horizon is longer than that of the central bank reserves.

Development funds are established to place resources in priority socio-economic projects, usually infrastructure ones. Long-term investment is typical for development funds.

Obviously, criteria for the effectiveness of sovereign fund management should be applied taking into account the type of sovereign fund and the tasks assigned to it.

Managers of official reserves traditionally prioritize investment in the following ways:

(1) safety of investments,
(2) liquidity,
(3) profitability.

Thus, sovereign fund management refers to tasks with several objective functions.
3 Management of Sovereign Wealth Funds in the Russian Federation

In the Russian Federation the first sovereign fund (Stabilization Fund) was established in 2004. It was organized to ensure the balance of the federal budget when the oil prices fall. In February 2008 the Stabilization Fund was separated into the Reserve Fund and the National Wealth Fund. Management of the Reserve Fund aimed at capital preservation and stable level of return in long-term perspective. The National Wealth Fund is dedicated to support pension system of the Russian Federation to guarantee long-term sound functioning of the system.

Creation of the Reserve Fund and the National Wealth Fund made it possible to pass the period of the world financial crisis (in 2008–2009) without reducing the standard of living of citizens, financial resources from these funds supported the financial infrastructure and the real economy. Under the conditions of aggravation of the geopolitical situation and restrictions on access to the international capital market, the Reserve Fund was actively spent and by the end of 2017 it was exhausted. As of July 1, 2018, the total amount of the National Welfare Fund is equivalent to $ 77.11 billion, that is 5% of GDP [12].

For several years both sovereign funds of Russia were managed extremely conservatively, mainly by investing in foreign currency and in low-risk or risk-less but low-yielding debt obligations of foreign countries. The revenues received from the investments of the Reserve Fund and the National Wealth Fund in 2017 amounted to 51.49 billion rubles, including revenues from the investment of the Reserve Fund funds - 0.65 billion rubles and from the investment from the National Wealth Fund - 50.84 billion rubles. The aggregate profitability of the placement of the Reserve Fund’s funds on foreign currency accounts with the Bank of Russia amounted to (−)0.10% per annum in 2017, since the foundation (January 30, 2008) - 1.33% per annum; in rubles – 13.49%. As for results of investments in particular currencies, the profitability was as follows:

- on accounts in US dollars - 0.57% per annum (1.01% per annum since the foundation);
- on accounts in euro - (−)0.76% per annum (1.29% per annum from the creation of the fund);
- on accounts in pounds sterling - (−)0.16% per annum (2.91% per annum since the foundation).

The yield of investing assets of the National Wealth Fund for 2017 was as follows:

1. on accounts in foreign currency with the Bank of Russia - (−)0.10% per annum;
2. on deposits with Vnesheconombank: (a) deposits in Russian rubles - 6.44% per annum; (b) deposits in US dollars - 0.25% per annum;
3. on deposits with VTB Bank and Bank GPB in order to finance self-supporting infrastructure projects - 8.27% per annum (10.39% per annum from the beginning of deposit operations) [12].

Thus, the return on investment of sovereign funds in Russia remains extremely low.
In the current situation new tasks arise for sovereign funds. Some of the resources of the National Wealth Fund can be used to finance infrastructure projects and other priority projects for the Russian Federation. In 2019 the Government of the Russian Federation plans to create a special fund for investments in the infrastructure.

During the global financial crisis sovereign funds in Russia, similar to sovereign funds from other emerging markets, changed their investment strategy, reorienting to domestic markets. The inflow of foreign capital into the markets of the countries that own sovereign funds was reduced, so the state funds were forced to replace foreign investors. Thanks to such sovereign funds the governments provided support to banks, the real sector and the national currency, alleviating the effects of the crisis.

It should also be taken into account that in the context of increasing volatility of exchange rates, investments in foreign financial instruments issued in foreign currencies subject sovereign funds to significant currency risks.

Thus, under the conditions of the crisis, both the volume of sovereign funds and their optimal structure (in terms of markets, instruments, currency, time structure, etc.) change. Nowadays sovereign wealth funds function in low-yield environment, that leads to lower profitability of the assets. Analysis shows that, in general, the majority of sovereign funds operate under uncertainty and lack of instruments that are suitable for placing funds on the basis of safety, liquidity and profitability criteria.

4 Application of Fuzzy Logic in Evaluation of Sovereign Wealth Funds’ Management

There are difficulties with setting benchmarks and evaluation of sovereign funds. Under such conditions interesting possibilities are provided by the usage of models based on mathematical fuzzy modeling and fuzzy logic. The apparatus of the theory of fuzzy sets, proposed by L. Zadeh, is suitable for taking into account various kinds of uncertainties, the qualitative nature of requirements and estimates [13].

Fuzzy Logic (or Fuzzy Sets theory) is a relatively new approach applied since the 1960s years to the description of business processes in which there is uncertainty, making it difficult and even precluding the usage of exact quantitative methods and approaches. A distinctive feature of this method is the introduction of linguistic variables (subjective categories), that is, variables which values are words or sentences of natural language.

Speaking of fuzzy logic, most often researchers refer to systems of fuzzy inference. The task of fuzzy inference is to define a clear value for the output variable expressed in linguistic units.

The main stages of fuzzy inference are:

1. formation of the base of rules for the system of fuzzy inference;
2. fuzzification of input parameters;
3. aggregation;
4. activation of subconditions in fuzzy production rules;
5. defuzzification.
Let’s imagine the construction of a fuzzy model that allows us to evaluate the management of sovereign wealth fund. It is necessary to introduce the linguistic variable “effectiveness of sovereign fund management”. A universal set for the introduced linguistic variable is the interval [0; 1]. As the set of values of the variable, we can consider the following linguistic variables (term sets) {low, medium, high}. Suppose that the expert specified the following values of the parameters: (0; 0; 0.25); (0.15; 0.525; 0.9); (0.85; 1; 1).

As input variables, it is advisable to consider: (1) the revenues derived from the investment of a sovereign fund; (2) costs of the sovereign fund (losses from investing funds, as well as costs incurred in administering the management of a sovereign fund).

As linguistic variables for “Revenues” and “Costs”, you can use the words {low, medium, high}.

Thus, this model will consist of three parameters (two input variables and one output). This model has a MISO-structure (Multiple Input - Single Output).

The process of forming the base of rules of fuzzy inference is a formal representation of the empirical knowledge of an expert in a particular problem area.

For example, suppose that the expert formulated logical rules that are expressed in the form of pairs of parcels and conclusions such as “IF…, THEN…”.

The system of fuzzy output will contain 9 rules:

1. If the Revenues are low and the Costs are low, then the management effectiveness of the sovereign fund is average;
2. If the Revenues are low and the Costs are average, then the management effectiveness of the sovereign fund is low;
3. If the Revenues are low and the Costs are high, then the management effectiveness of the sovereign fund is low;
4. If the Revenues are average and the Costs are low, then the management effectiveness of the sovereign fund is average;
5. If the Revenues are average and the Costs are average, then the management efficiency of the sovereign fund is average;
6. If the Revenues are average and the Costs are high, then the management efficiency of the sovereign fund is low;
7. If the Revenues are high and the Costs are low, then the management efficiency of the sovereign fund is high;
8. If the Revenues are high and the Costs are high, then the management effectiveness of the sovereign fund is average;
9. If the Revenues are high and the Costs are average, then the management efficiency of the sovereign fund is high.

Fuzzification, or the introduction of fuzziness, is the process of finding the membership function of fuzzy sets on the basis of the usual initial data. At this stage a correspondence is established between the numerical value of the input variable of the fuzzy inference system and the value of the membership function of the corresponding linguistic variable.

Using the membership function, the translation of linguistic variables into a mathematical language is carried out. For example, for the linguistic term sets {low, medium, high}, the parameter values for the input variable “Revenues” can be set (0; 0;
For the variable “Costs” (0; 0; 0,2); (0,1; 0,35; 0,6); (0,5; 1; 1). Units of measurement are percentages.

When defining the form of membership functions associated with each variable, you can choose from several types, and there are 2 main groups of methods for constructing the membership function: direct and indirect. With the direct method, the expert directly sets the rules for determining the values of the membership function. Examples of direct methods are the direct assignment of the membership function by a table, graph or formula. The disadvantage of this group of methods is a high level of subjectivity.

In indirect methods the values of the membership function are chosen in such a way as to satisfy the pre-formulated conditions. The expert’s information is only the initial information for further processing. To this group of methods one can include such methods of constructing membership functions as methods based on paired comparisons, usage of statistical data, based on rank estimates, etc.

To assess the management of a sovereign fund, it is advisable to choose the triangular form of the membership function, which is one of the most common. The triangular form of the function is used with a small amount of information.

The goal of the aggregation stage is to determine the degree of truth of each of the sub-conclusions for each of the rules of fuzzy inference systems. Further, this results in one fuzzy set that will be assigned to an output variable for each rule.

At the stage of defuzzification the results obtained at the previous stages of fuzzy output are converted to the usual quantitative value of the output variable.

The process of developing a fuzzy-logical system can be implemented in the MatLab environment using the Fuzzy Logic Toolbox and the interactive fuzzy module, which will allow obtaining concrete results and visualizing them.

In addition to evaluating the management of the sovereign fund in general, the fuzzy logic method can be used to solve other tasks, for example, modeling the discount rate, risk assessment or analysis of a separate investment project in the sovereign fund portfolio.

Thus, the management of sovereign funds based on fuzzy logic allows the researchers to combine the subjective preferences of the decision-maker with quantitative estimates, including approximate ones, to ensure the efficiency of decisions.

5 Conclusion

The main contribution of this paper is the suggestion of approach to evaluate the activities of sovereign funds. In this paper we have revealed the essence of sovereign wealth funds, their main aim and tasks. It was proved that profitability of sovereign wealth fund is not the only important indicator of fund’s management. It was shown that there are different types of sovereign wealth funds, they have different preferences in terms of safety, liquidity and other factors. The problem of managing sovereign funds refers to optimization tasks with several objective functions.

We have analyzed Russia’s practice in sovereign wealth funds’ management and came to the conclusion that there are difficulties with proper evaluation of their management taking into consideration different external and internal factors.
The results show that usage of fuzzy logic approach contributes to the improvement of sovereign wealth funds’ management. This approach provides an opportunity to analyze information about investments under different conditions on the global financial market, make predictions and choose rational solutions. The approach expands the apparatus of management decisions in the sphere of sovereign wealth funds’ management under different scenarios.
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Abstract. In the article the conceptual framework of «value» and «innovations» is explored and the theoretical basis of the value approach is revealed at the beginning of the article. The definition of an innovative product is given and the development process of the very innovative product and the mechanism of its value formation at each development phase are revealed. The expenses for the calculation items and the development phases of the innovative product are estimated. The value-added elements are specified, from the idea generation to the commercialization of the innovative product. The problematics for the further research of value formation of innovative products depending on their specific nature is put.
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1 Introduction

Technological development and digital technologies play a significant role in the innovative economy against the background of a competitive environment, the actions of the sanctions policy and external challenges. Domestic business entities form an innovative pathway of their activities, modernize the production and invest in the development of innovative products to enhance an entrepreneurial activity, expand market positions, and conquer new markets. In modern market conditions of economic globalization it is insufficient to just develop an innovative product, it is necessary to provide a well-established mechanism for its commercialization, updating the product value to market environment.

The analysis of the current activity of innovative enterprises allows us to talk about the problems of the value formation of an innovative product, measurement and analysis of its elements. The methodological analysis toolkit and value estimation of an innovative product are separately put into practice, not related to current analytical activities, which often leads to an increase in the cost of the analysis process, excessive use of the potential resources, untimely data acquisition and so on.

The mechanism for the value formation of an innovative product is partially examined in the works of foreign and domestic authors but a comprehensive model of value formation and its accounting and analytical support is not presented in the
studies. This has contributed to the choice of the subject of research. The main goal of this article is to develop theoretical foundations, elaborate conceptual provisions and create a mechanism for the value formation of an innovative product.

Traditional methods of scientific research and specific techniques were used in this article: structural-logical analysis, comparative-economic analysis, system-historical analysis, graphic scientific classification, modeling, and decomposition.

The article suggests a specific mechanism for creating an innovative product and a model for the value formation at each stage of its creation: from idea to commercialization.

2 Theory

The formation of the scientific economic concept of value began many centuries ago, but this issue still proves its relevance. Thus, according to the labour theory of Smith and Ricardo [9], the concept of «value» means that the human labour is the creator of value.

Marx [5] continued the research of A. Smith within the framework of the labour theory of value and suggested that surplus value can be created only by means of labour. Therewith, Marx identifies the cost of labour with the value created in the process of its consumption, speaking about the difference that exists between them due to the process of use.

Russian and foreign authors currently continue dealing with a categorical framework regarding value. Maslov considers the concept of «value» in the framework of such categories as cost price and price, while accounting includes such concepts as «manufacturing cost», «cost of sales» and «sales value» (selling price), etc. [7]. The category of «value» can be represented as a multi-component category, expressing the industrial relationships arising from internal and external continuous interaction of cost elements.

At enterprises of different economic sectors the movement of resources leads to the gradual value creation as a result of the transformation of raw materials and materials of one value into a finished product, work or service more valuable to the client. The newly created value will be increased unevenly. The process of value formation is accompanied by the process of worth generation, which can be understood as a product or a service. The main form of value distribution between economic sectors is the budget, which fulfills its key function redistributing the received value in the economic sectors. At the stage of redistribution the value is considered as the sum of goods (works, services) that were sold during the reporting period [10]. The distribution of value passes through two interrelated stages. At the first stage, the financial resources available to the enterprise are distributed and the tax part of the budget is formed.

Regardless of how the process of consuming value is carried out, new products are continuously created in the production process, which can act as analogous to previously produced goods (works, services), or they can be a new, more advanced product. In a modern high-tech economy, innovations play a huge role in ensuring the competitiveness of enterprises.
The concept of innovation is related to universal categories - extremely broad and structurally complex, with many approaches to disclosing its content. In the literature there are a significant number of definitions of «innovation». The concept of «innovation» first appeared in scientific studies of the XIX century. The Theory of Economic Development by the Austrian economist Schumpeter [15] put new life into the concept of “innovation” in the early twentieth century. J. Schumpeter considered innovation (clumps of reality, in which new combinations changes in development are carried out) as a change, conceiving that the main function of innovative activity is the function of change management [2].

Innovation as a product is considered, as a rule, in the narrower sense of the word, within the subject, segmented areas. Analysis of domestic and foreign literature shows that in practice the term «innovation» is often used in relation to any sphere of human activity. Drucker [1], Porter [12] and other scientists have proved the role of innovations in securing the economic growth and the progressive development of the economy. They have formed the conceptual and categorical framework of the theory of innovations and have described the mechanism for the formation of innovations.

In the modern Russian economy innovation (novelty) is seen as the final outcome of innovative activity, which has been implemented as a new or improved product on the market, or a new or improved technological process used in practice. Kleiner [4], Kharin [14], and Fatkhutdinov [13] have made a significant contribution to the study of innovation, innovation systems and innovative activity, as well as factors that directly affect the effectiveness of innovative development.

Maslova [6], Popova [11], Vasilyeva [3] and others have paid considerable attention to the issues of accounting, estimation and analysis of value, value elements of the innovative activity and the performance evaluation of production and implementation of an innovative product.

For the purposes of this study the value of an innovative product is viewed as a complex accounting and economic category that has an assessment characteristic and combines production processes occurring in the society between the subjects of value relationships in the context of the required labour costs for the production and sale of an innovative product, the components of which do not exist independently, but constantly interact with each other through the market.

3 Main Findings of the Study

The process of developing an innovative product is carried out through the implementation of successive stages from the idea generation to profit making. The generation of the idea of developing an innovative product presupposes the inception of a thought of innovation, its necessity and prospects for implementation. Then the process of development of an innovative product begins. A clear construction of the information system structure of an innovative project on the innovative product development greatly simplifies the estimation and planning of costs in the context of the growing complexity of the production, transport and distribution systems of the economic entity. Creation and implementation of an innovative product includes research,
scientific and technical, organizational, financial, investment, production and marketing activities.

The most important component of the introduction of innovation into the real economy is to bridge the gap from a fundamental scientific idea to a commercially attractive product. An important role in solving this problem is played by the well-formed feasibility for the development and manufacturing application of an innovative product, the key part of which is the determination of the economic targets of the project and the calculation of the cost of its production. The innovative process accumulates expenses from the time of the generation of a new idea until the time of its commercialization. It is important to properly assess and systematize the expenses for innovative activity, which will enable to manage them and take into account the factors of their minimization [1].

The value formation of an innovative product is characterized by its specific features due to the fact that innovative products are new; they are often science-intensive, technically complex, involving significant material, time and intellectual expenses.

The formation of expenses for calculation items is carried out at different stages of the innovative product development. At the stage of the pre-project analysis, general business expenses and other manufacturing expenses are formed. Stages of the innovative product development include the following cost items: material resources; recyclable waste; purchased products, semi-finished products and productive services of third-party organizations; fuel and energy for technological purposes; wages of production workers; insurance premiums; production start-up and development costs; maintenance and equipment operation costs; general business expenses; general production costs; waste losses; other production costs. The stage of an innovative product launch includes expenses for material resources, general business expenses, other production costs and commercial expenses.

The results of innovation activity can be broadly divided into two parts. The first part includes the material results of innovation activity, which can be expressed in the form of movable and immovable property, improved products having a concrete material form, created, mastered, modernized or modified machines, equipment, devices, machinery, tools, instruments, etc. All material components of innovation activity have a concrete reflection in business accounting; standard methods of valuation and accounting, which do not cause much controversy and questions, have been developed for them [8].

The second, but not less significant part of the results of innovation activity is represented by intangible outcomes. They mean exclusively intangible assets of the enterprise.

When the cost of an innovative product is formed, a significant proportion of the total costs is spent on research and development, research expenses of a marketing nature, expenses for the technical re-equipment of production, and so on. The complexity of the market value formation of an innovative product is connected with the fact that it is associated with the task of consolidating in a certain market place and getting its circle of long-term customers, as well as the difficulties in determining the perspective dynamics of the market of the innovative product and accumulating objective analytical information on the new market.
Effective management of innovative activity requires that decision-makers have a clear understanding of the process of value formation of an innovative product unit, which can be obtained through analysis and evaluation of accounting data on the formation of expenses for its development. An efficient analysis of the value of an innovative product is based on reliable accounting information.

The production of an innovative product provides for a wide range of different processes and accounting operations, which requires the formation of an optimal accounting and analysis space within each innovation project. The development of an innovative product is recommended to be carried out within the framework of an innovative project that provides a list of activities to achieve the set goals through the implementation of the resource potential in the relevant activity, with the necessary information and analytical support (Fig. 1) for effective implementation of the investment process.

![Diagram](image-url)

**Fig. 1.** Information-analytical provision of information system of an innovation project
The information system of the innovation project is based on information that is formed within the framework of such concepts as «evaluation», «accounting», «analysis», «control».

Herewith, analysis and accounting are organised under the action of accounting and analytical provision, and control over them is carried out within the framework of accounting and control provision. The advantage of this information system is its structuredness. Within the framework of accounting and analytical provision, information on each element of an innovative product is formed on the basis of information on the innovative product contained in primary documents, accounting registers, as well as on the basis of all types of reporting, which allows to evaluate the process of formation of each cost element. Thus, accounting is an information base for the analysis of an innovative product and allows to identify areas of greatest risk, bottlenecks in the activities of innovative enterprises.

The interaction between accounting and control forms accounting and control provision, in which information about the innovative product is carefully checked, compared with the planned indicators, etc. The evaluation of the information system of the innovation project includes such indicators as material expenses and income, on the basis of which the efficiency and profitability indicators are calculated. At the same time, the obtained values will be substantially adjusted taking into account the schemes chosen by the enterprise for the development and commercialization of the innovative product. Thus, depending on the terms of supply, the parameters of the storage systems and the selected channels for the distribution of innovative products, the cost, volume and time of operations will change.

Evaluation and control of the innovative product ensure the transparency and complexity of the operation of the enterprise. The management and control process of the innovative product formation is necessary in the conditions of ensuring the effective movement of the material resources of the economic entity. In these conditions, the process of planning expenditure items of financial resources for reimbursement of expenses, as well as organization of a process for attracting additional sources of funding and a control receipt of money compensation for the products sold to the participants of the information process, are particularly important.

When analyzing the value of innovative products, for the assessment of the effectiveness of spending it is necessary to preliminarily specify an indicator for each goal - the result of the work - which will determine whether the goal was achieved or not. Thus, the accounting and analytical system of the enterprise will allow to quickly track the intra-project dependence of the level of costs on the results achieved, as well as to track the process of product value formation at each stage of the innovation project.

The implementation of the target principle of cost accounting for the innovative product development is possible through the introduction of a separate production cost account, for example, account 22, «Innovation Production», which assumes all costs of innovation production.

In this case it is advisable to open sub-accounts separately for each type of innovative products, the development and production of which is carried out within the framework of a separate innovation project. Analytical accounting is proposed to be carried out at separate stages of the innovative product development, starting with a
pre-project survey, which is necessary to analyze the feasibility of the innovative product development, then taking into account all the expenses at the stages of the innovative product development, and ending with the stage of launching the innovative product to the market. Within each of the stages, it is necessary to keep records on individual cost items.

Such model of accounting will allow to quickly and efficiently analyse the value formation of the product at each stage of its development and timely assess the efficiency of the production process and the rational use of resources.

In the conditions of the rapid development of the economy and the unceasing pace of innovative development, innovation-oriented enterprises are required to constantly maintain the efficiency of their activity through an accounting and analytical system. To monitor the value formation of an innovative product it is advisable to carry out cost accounting and analysis for each stage of the innovation project. In this regard, further work is required on creating an integrated mechanism for accounting, analysis and control of the value elements at each stage of the innovative product development that includes modern management technologies and analytical tools, allowing to evaluate the cost of the innovative product both in terms of producer’s interests (cost analysis) and from the point of view of consumer interests (analysis of utility and functionality).

Thus, the development of an innovative product, the process of its value formation from the idea generation to commercialization in an accounting and analytical system will allow us to quickly evaluate the cost of each stage in the total cost of an innovative project and determine the correlation of the value and the significance of each stage. The analysis and control of the cost of the innovative product value will allow us to identify unnecessary expenses, find ways to minimize costs, improve production and management processes, adequately determine the resource potential, thereby reducing the value of the innovative product.

4 Conclusion

The article presents the author’s vision of the categorical framework, in particular, the concepts of «value», «innovation», «innovative product value». Innovative product is an accounting unit for the purposes of accounting and analysis. The value of an innovative product is defined as an integral category for assessing the performance of an innovative enterprise in the framework of an accounting and analytical system. A mechanism for the value formation of an innovative product is presented, reflecting its structural elements and helping to determine the motion vector of value flows within the framework of innovation production activities. The necessity of the development of an integrated mechanism for accounting, analysis and control of the value elements of an innovative product, which is necessary for the development and adoption of tactical and strategic managerial decisions concerning the production and implementation of innovative products through the stages of the innovation life cycle, is grounded for future research.
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Abstract. The rise and visibility of social networks has created a new scenario for the creation and mass diffusion of audiovisual products. In this environment, YouTube is positioned as the audiovisual network par excellence where thousands of Internet users express themselves through videos on various topics; this is how YouTubers arise, users that upload their own production videos and capture a representative number of subscribers and visualizations, even with important sponsorships. The aims of the research are: to determine the trends on YouTube of the five main YouTubers in Latin America and to carry out a comparative analysis with their accounts on Facebook and Twitter, to establish if there is similarity and approximation, or if their rise and popularity only have effect on YouTube. The methodology that was used is quantitative based on the data and indexes provided by the SocialBlade tool for YouTube and Fan Page Karma tool for Facebook and Twitter. It is concluded that YouTube is positioned as the ideal platform for the diffusion of audiovisual content capturing millions of visualizations in themes focused on entertainment, beauty, comedy, horror; the index of followers on Facebook and Twitter accounts of the Latin American YouTubers varies substantially compared to YouTube.
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1 Introduction

Digital technology and the phenomenon of technological convergence have led to the integration of all traditional media, previously separated, into a global multimedia market that produces deep transformations in the media outlook, where the media will become one of the most important sectors of the Information Society, of great cultural and social influence [1]. The phenomenon of social television is framed within the concept of connected television, both in its technological aspect as well as in contents. Social TV is closely linked to the growth in importance and visibility of technology in today’s society: mobile applications, social networks, and second screens [2]. The interaction between the audience and their participation in the generation of content will characterize the television offer that will be developed in the future; this is how Internet TV is born with a component of social participation and interactivity that probably will not be able to, or want to get rid of, among other factors, because it constitutes one of the main advantages of this mean of transmission compared to others [3].
Frameworks such as transmedia narration or cross-media production set up a context from which to work. When the metrics are each time more social, some sectors point out that their products are the emotions of the users and the television programs begin to be valued because of the quality of the experience in social networks [4]. The dominant circuits of information and communication are marked by technological use and by social practices that could be synthesized into four main causes [5]: media communication, transnational media communication, social discourses and individual perception of communication and information.

The new services are divided between those associated with the content (information associated with the channel or programming guide) and the pure interactive ones. The pure interactive services had not been initially thought for television, although later they have been adapted in view of their possibilities [6]. It will appear a new relationship of intermediation between content providers and search engines, which will involve sharing the advantages of network distribution [7]. At the moment there is so much desire and creativity to administer a channel of YouTube as there were in the old times in the television, a time in which the limits were nonexistent. YouTube, like television at some time, lives the same adventure of defining the target audience and what the audience wants. [8]. YouTube video portal is a large store or support of millions of videos broadcasted by users, companies or media, which offer very different values. YouTube is positioned as a brand, with much power, of a new format to inform, a new communicative support, the one of online videos [9].

YouTube is currently a machine that reflects the tastes of the public, for better or for worse, in real time. Few television executives could have foreseen the madness that would inspire the simple act of unpacking, videos in which all users do is to open the toy packaging and play with them [10]. Content creators who have appeared on YouTube are called YouTubers, they have diverse backgrounds, create content with some frequency. The YouTubers have important hearings because of the way to convey their messages, and have become celebrities with the power to influence, “it is not only in its scope but also the phenomenon of YouTubers as opinion leaders (...) the influencer phenomenon is an intermediate step between brands and consumers that is attracting interest from marketers” [13].

The YouTubers feed on the digital environments in which young people, but above all have developed an emotional connection with them [14], where it matters most the relationship and identification with the messages that the recording quality of the same. In addition the YouTubers begin to assume a role of tutors and trainers for young people, with a colloquial and interspersed with jokes the YouTubes influencers act as teachers and guides to guide the processes of appropriation practical knowledge, like in a video game [15], are therefore an emerging area in the academic field and with ample possibilities of development in communication and education.

The objectives of the research are: (1) Determine the trends on YouTube of the five major YouTubers in Latin America (Hola Soy Germán, Yuya, Enchufe TV, Ververtumorro, DrossRotzank) with a cut on June 20, 2018; and, (2) Carry out a comparative analysis with the social networks Facebook and Twitter, establishing whether YouTubers accounts in these networks denote the same trend as in YouTube. The hypotheses are: (1) The YouTubers of Latin America achieve a denoted positioning in YouTube social network, which is considerably reduced in networks such as Facebook
and Twitter. (2) The contents issued by YouTubers are focused on comedy and entertainment themes.

2 Methodology

The methodology that was used is quantitative. Through the tool SocialBlade [11] (analytical tool of YouTube) indexes and values of the profile are obtained, in addition to the activity carried out by the YouTubers, like subscribers, views, type of channel, increase in the last 30 days (in subscriptions and views) and future projections (in subscriptions and views), with a cut to June 20, 2018. For the comparative analysis with Facebook and Twitter, the Fan Page Karma tool [12] is used, a monitoring tool that allows obtaining graphs and data statistics on the main variables of these social networks with regarding to their activity.

3 Results

The YouTuber Hola soy Germán is consolidated as the most representative in Latin America, with almost 34 million subscribers and surpassing in visualizations 3 billions, despite not registering activity in the last year, but with a positioning that comes from long ago. His channel focused on entertainment videos increases in the last 30 days (with a cut to June 20) more than 100 thousand followers and exceeds 26 million views. In the space of a year, the channel Hola Soy Germán will reach approximately 36 million subscribers and almost 4 billion views (Table 1).

<table>
<thead>
<tr>
<th>Name of the channel</th>
<th>Subscribers</th>
<th>Views</th>
<th>Type of channel</th>
<th>Increasing in the last 30 days</th>
<th>Future repercussions (1 year)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Subscribers</td>
<td>Views</td>
<td></td>
<td>Subscribers</td>
<td>Views</td>
</tr>
</tbody>
</table>

The YouTuber Yuya ranks second in influence, surpassing 21 million followers and achieving more than 2 billion views. This channel with a theme of fashion and beauty increases in the last 30 days just over 170 thousand followers and 15 million views, making it one of the channels with greater reception since its creation. In a year, with a rate of frequent posts, the channel of Yuya will increase to more than 24 million followers, significantly exceeding 2 billion views of the content exposed (Table 2).

<table>
<thead>
<tr>
<th>Name of the channel</th>
<th>Subscribers</th>
<th>Views</th>
<th>Type of channel</th>
<th>Increasing in the last 30 days</th>
<th>Future repercussions (1 year)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Subscribers</td>
<td>Views</td>
<td></td>
<td>Subscribers</td>
<td>Views</td>
</tr>
</tbody>
</table>
The Ecuadorian channel Enchufe TV with a high technical standard is positioned in third place in terms of its level of dominance in the YouTube audience, with more than 17 million views and approaching to the 6 billion views in their videos. With a comic style, Enchufe TV presents an increase in the last 30 days that exceeds 200 thousand followers and more than 101 million views. This channel would get approximately more than 20 million subscribers and 7 billion views in a year. The channel offers its audience content with a daily frequency or at least more than two audiovisual products a week, reflecting a social reality typical of the Ecuadorian idiosyncrasy (Table 3).

<table>
<thead>
<tr>
<th>Name of the channel</th>
<th>Subscribers</th>
<th>Views</th>
<th>Type of channel</th>
<th>Increasing in the last 30 days</th>
<th>Future repercussions (1 year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enchufe TV</td>
<td>17,376,236</td>
<td>5,810,798.972</td>
<td>Comedy</td>
<td>215,992</td>
<td>101,961.844</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20,549.903</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7,438,684.974</td>
</tr>
</tbody>
</table>

The channel Werevertumorro, although it has a lower rank than the rest of YouTubers, shows a significant reach, with almost 16 million subscribers and more than 2 billion views in the content exposed. Its comic style with sketches, short films, videoblogs, series and varied content reaches in the last 30 days to increase more than 116 thousand followers and 24 million views, predicting that in one year Werevertumorro will reach 18 million subscribers and will be closer to the 3 billion views of the channel. The channel maintains a constant update with two or three videos a week, productions with which seeks to innovate, including conjunctural issues, travel and others (Table 4).

<table>
<thead>
<tr>
<th>Name of the channel</th>
<th>Subscribers</th>
<th>Views</th>
<th>Type of channel</th>
<th>Increasing in the last 30 days</th>
<th>Future repercussions (1 year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Werevertumorro</td>
<td>15,812.426</td>
<td>2,467,276.019</td>
<td>Comedy</td>
<td>116,692</td>
<td>24,726.379</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18,130.882</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2,794,717,654</td>
</tr>
</tbody>
</table>

Finally, the fifth most popular channel in Latin America, DrossRotzank, passes the 13 million subscribers with an average of almost 3 billion views to its content. Its format allows the last 30 days to register an increase of more than 200 thousand subscribers and a considerable index of approximately 53 million views. At the end of 12 months the channel will have exceeded 18 million subscribers and 3 billion views. Unlike the other YouTubers that presented themes focused on fashion, beauty or comics, DrossRotzard presents terrifying audiovisual content, framing common situations in a genre capable of attracting millions of followers (Table 5).
Now, the positioning of YouTubers on Facebook is modified compared to the videos platform. Werevertumorro is the profile which number of fans exceeds by far 22 millions, ranking it as the most popular within the social network, unlike the fourth place it maintains on YouTube. Germán Garmendia’s account has almost 18 millions of followers, but it drops to a second place compared to his YouTube channel. Yuya is approaching 13 millions of followers, however, descends one place compared to her popularity with videos. The profile of Enchufe TV and El Diario de Dross present in terms of number of fans, more than 9 millions and just over 4 for El Diario de Dross. The first three channels carry out an important management of their Facebook accounts, so that they accumulate millions of followers on their profiles and show that they perform a parallel job with the two social networks (Fig. 1).

### Table 5. Profile and trends of the YouTuber DrossRotzark

<table>
<thead>
<tr>
<th>Name of the channel</th>
<th>Subscribers</th>
<th>Views</th>
<th>Type of channel</th>
<th>Increasing in the last 30 days</th>
<th>Future repercussions (1 year)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Subscribers</td>
<td>Views</td>
</tr>
<tr>
<td>DrossRotzsrk</td>
<td>13,651,169</td>
<td>2,879,584,636</td>
<td>Horror</td>
<td>244,360</td>
<td>53,113,100</td>
</tr>
</tbody>
</table>

The “engagement” shown by YouTubers on Facebook constitutes a reflection of the vinculation maintained with the audience. In this way, it is seen that el Diario de Dross, although it is positioned as the fifth most influential channel, is the first in terms of commitment, for its effective management, added value and fluidity within the profile that reaches 33%. Werevertumorro with 23% also shows a management and interaction with the users, in addition to a fluid dialogue. The profiles with the lowest percentage of engagement correspond to Enchufe TV, Yuya and Germán Garmendia, with 3.4%, 1% and 0.6% respectively. It is verifiable that the low engagement of these accounts does not affect their level of impact on the platform (Fig. 2).

Twitter presents a unique situation, the indexes in terms of followers are decreasing in reference to YouTube and Facebook. Although Germán Garmendia has more than 11 million, it does not compensate the more than 30 that has in the audiovisual
platform. Yuya presents half of followers that on YouTube with more than 10 millions, a pretty wide difference. Werevertumorro, like the previous channel, reaches basically to the half of the fans in the account with just over 8 millions. El diario de Dross and Enchufe TV present the greatest differences with more than 2 and 1 million followers each one, less than the half on YouTube. Although the five YouTubers have a presence on Twitter, it is far from achieving dimensions such as the ones of YouTube, perhaps due to the conditions of the network (Fig. 3).

![Fig. 2. Engagement on Facebook of the Latin American YouTubers](image1)

The commitment index that YouTubers expose on Twitter is similar to the one of Facebook. Again, el Diario de Dross is presented as the channel with the best engagement, which represents a loyalty with the audience. Unlike this profile, the other YouTubers maintain a minimum percentage of commitment in a period of six months, without being greater changes in the course. Yuya gets 15%, Werevertumorro 12%, Germán Garmendia 7.5% and EnchufeTV with 1.7%. These values show again that, although the percentage of management, administration and other resources that encompasses the engagement is reduced both in Facebook as well as on Twitter, this does not affect the influence achieved by each YouTuber (Fig. 4).

Cristopher Medina, well-known YouTuber from Loja (Ecuador), highlights that the content uploaded to the platform responds to a script, although he also improvises. He points out that “the characteristic present in each YouTuber is the content that reflects the daily aspects of the people, a fluid and normal action in front of the camera that leads to an easy identification with them”. The YouTuber also notes that now young
people no longer use Facebook as a first option, but instead they prefer to YouTube or Instagram. In his case, he recognizes that YouTube and Instagram have been the platforms that have benefited him the most.

On the challenges that a YouTuber can experience, Medina believes that “there would not be major inconveniences, it is enough to speak in front of a camera and be able to identify the themes that may have the greatest reception among the public. You need to have the desire, taste to produce and record”, he says.

Ramón Salaverría, expert in digital media, states that what is happening with YouTube and other similar platforms is that they are becoming an alternative, a competition to traditional television; YouTube has managed to attract an audience profile that traditional TV channels are losing. He recognizes that on YouTube there is a tendency to amateurism towards the video that follows perfectly defined rules, generating an underground or alternative aesthetic that sometimes combined with a kind of graphic and sounding aesthetics quite strident, which is not common in television.

“There are a number of characteristics that can be identified as common denominators of the popular YouTubers, the self-confidence, the lack of traditional stiffness, the direct relationship with the public, the constant invitation to participate,” he says. However, Salaverría sees that in networks there exist trends that are maintained for a time, begin to decline and are replaced by another. “I’m not saying that the current YouTubers will not remain in the future as referent people in the network, but they will surely evolve towards other ways of telling information, of sharing it”.

4 Conclusions

– The Latin American YouTubers reflect an ascending growth on YouTube, with audiovisual content that captures millions of views by the audience, in themes focused on entertainment, beauty, horror and humor.
– From the analyzed channels, Hola soy Germán, is constituted as of greater acceptance, with a capturing of the audience, that goes beyond the frequency of his postings.
– All the channels will experience a significant growth in the next year, but it is DrossRotzark who will increase the greater number of subscribers in total, which marks an important evolution pattern, to be taken into account and to be followed up on. While some channels attract more subscribers than others, it is noteworthy
that YouTubers as EnchufeTV and DrossRotzark accumulate the largest number of followers in the last 30 days, which could result in that the current positions of YouTubers in Latin America could be modified.

- The YouTubers with the greatest reception (Hola Soy Germán, Yuya and EnchufeTV) show a low percentage of engagement on Facebook and Twitter. The number of followers on both networks responds solely to their positioning on YouTube.

- The hypotheses are confirmed. The Latin America YouTubers achieve a good positioning in the network, but this is reduced on Facebook and Twitter. The majority of contents focus on comedy and entertainment. Nowadays Latin America YouTubers consolidate as a social phenomenon, however, everything will depend on their ability to adapt to technological changes.
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Abstract. This article proposes a method of constructing dynamic neural network mathematical models that allow not only to diagnose the disease at the current time, but also to simulate the appearance and development of diseases in future periods of time, as well as to control their appearance and development by selecting the optimal lifestyle and optimal intake of drugs. It is assumed that the use of dynamic neural network medical systems, instead of static, allow doctors, before prescribing courses of treatment to patients, to test the effect of drugs not on patients, but on their virtual mathematical models. The action of the system is demonstrated by examples.
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1 Introduction

At the XII Russian National Congress of physicians the report of Yasnitsky [1] it was stated that modern medical science for its methodology behind the technical disciplines more than 100 years. Doctors practically do not use the method of mathematical modeling to the extent that engineers, physicists, mathematicians do. Instead of creating dynamic mathematical models of their patients and, through scenario prediction, using these models to select the optimal courses of treatment and prevention of diseases, doctors prescribe medicines to patients, and then observe the patient: “will help – will not help”. If “does not help”, doctors prescribe other drugs.

From the point of view of modern physics, such experimentation on living objects is an anachronism. Representatives of technical disciplines used experimentation on real objects as the only method of research, until the end of the XIX century. In the XX century there was a method of physical modeling, and then it was replaced by a more progressive method of mathematical modeling.

Now, in the XXI century, engineers, before making any decisions, as a rule, first create mathematical models of real objects and perform virtual computer experiments on mathematical models. In this way, engineers investigate the possible options for the operation of the simulated objects and select the most optimal conditions to ensure their long-term trouble-free operation.

It would seem that doctors should do the same.
Indeed, in medicine there is currently an avalanche-like growth of publications devoted to the use of neural network modeling. Solid reviews are published, devoted to the list of successes, the analysis of opportunities and prospects of application of neural networks. For example, in [2] on the basis of 56 publications the experience of neural networks application for diagnostics of various diseases is analyzed. In the review works [3, 4] about 40 publications are analyzed, in [5] 23 publications are reviewed.

In some publications, for example, in [5–8], in addition to the term “diagnosis”, the term “forecast” is used. However, a closer study of such publications usually reveals that the term “prognosis” is understood only in the narrow sense of the word—as the outcome of the disease: “the patient will survive or will not survive”, “there will be complications, or there will be no complications”, “heart attack will happen, or not”, etc. In these models there is no time factor and therefore they are called static. Static models diagnose only at the time of application of the diagnostic system. Human diseases are not considered to be processes that develop over time. Therefore, using static models it is impossible to estimate how long and what will result in the future use of a drug. With the help of such models it is impossible to choose the best courses of prevention and treatment of diseases. As a result, doctors have to put not virtual, but real experiments—to assign their patients treatment courses and observe what the prescribed treatment will lead to, and if it does not help—try to use another drug.

Apparently, for the first time the possibilities of neural networks for modeling the development of diseases in time were shown in the early publications of the authors of this article [9, 10]. The results presented below are a continuation of these studies.

2 Dynamic Neural Network Modeling

2.1 Methodology

In the above-mentioned works [9, 10], the authors of this article proposed a method of ideological combining of the capabilities of two technologies of artificial intelligence: neural networks and expert systems. An original algorithm was developed that allows to correct the results of neural network scenario prognoses of coronary heart disease (CHD) development with the help of knowledge incorporated in the international SCORE scale.

The disadvantage of the proposed algorithm [9, 10] for creating dynamic neural network models was that this algorithm could not be applied to other diseases, because the SCORE scale was developed and verified only for CHD.

Another solution to this problem is seen in the application of the method of sliding Windows, but the use of this method is associated with high labor costs and also has a number of disadvantages.

This report presents the experience of another option for creating dynamic neural network models for scenario prediction of a wider range of diseases. The essence of this option is that we strive to use, if possible, a small number of uncorrelated input parameters, leaving many other input parameters “behind the scenes”. For example, in the development of neural network system for diagnosis and prediction of cardiovascular diseases, we fundamentally refuse to use such important data for diagnosis, as the
results of biochemical analysis, electrocardiography, coronary angiography, as well as many specific methods of disease verification. Instead, we introduce the maximum possible number of parameters characterizing the patient’s body: gender, age, eye color, hair color, blood group, the presence of a transverse fold on the earlobe, place and time of birth, genetic parameters, heredity, etc. We inform the neural network about the environment in which the patient lives, how he or she eats, what lifestyle he or she leads, his or her brothers and sisters, his or her profession, bad habits, physical education and sports. We inform the neural network of information about previous diseases, information about the presence of diseases of blood relatives, and we report the minimum number of complaints, the patient. Sometimes, with the skillful selection of input parameters, this data is enough to train the neural network to diagnose some diseases very accurately. However, it should be borne in mind that this method can be successfully used only by researchers who have sufficient experience in the application of neural networks and are very well versed in the simulated subject area. Even in this case, the success of the method is not always guaranteed and depends on the characteristics of the simulated domain.

Taking into account the above, we have created a neural network diagnostic and prognostic system consisting of a complex of neural networks, each of which corresponded to different nosological forms of cardiovascular diseases and contained 27 input neurons to enter parameters characterizing the General information about the patient, history and lifestyle, as well as the minimum number of patient complaints. For the training of neural networks a lot of data about 2000 patients of the Department of emergency cardiology of the city clinical hospital № 4 of Perm were used.

Generation of neural networks, their training, optimization and testing were carried out in the author’s neuropackage for each nosological unit according to the method of Perm scientific school of artificial intelligence www.PermAi.ru. It turned out that the best neural networks are perceptrons with one hidden layer containing from one to four sigmoid neurons.

After training, neural networks were combined with the help of the user interface into a single neural network diagnostic and prognostic system and posted on the website www.PermAi.ru in section “Projects”. The user interface is designed so that the results of the system are displayed graphically in the form of eight columns, the height of each of which reflects the degree of development of the corresponding nosological form of cardiovascular disease, as shown in Figs. 1, 2, 3 and 4.

2.2 Estimation of Model Error

The diagnostic and prognostic properties of the system were tested on a test sample of 400 data on patients not included in the training set. The relative mean square error of testing neural networks was 30% for myocardial infarction (sensitivity 81.4% and specificity 90.0%), for stable angina 22%, for unstable angina 18%, for coronary heart disease 20%, for hypertension 12%, for arrhythmia and heart blockages 22%, for chronic heart failure 12%, for acute heart failure 35%.

It should be noted that the accuracy of the diagnosis could be improved by entering additional input parameters, for example, add data of cardio -, echo - coronary-graphic studies, current General and biochemical blood analysis, etc., as it is done in our early
But then neural networks would become unsuitable for scenario forecasting, because these additional input parameters would have to be “frozen” during forecasting, which is contrary to reality. For example, increasing age is necessarily going to change the biochemical analysis of blood, data of the echocardiographic studies, etc.

Fig. 1. Degrees of development of diseases diagnosed by the system: $a$ – to patient No. 1, $b$ – to patient No. 2, $c$ – to patient No. 3. Risks of diseases: 1 - myocardial infarction, 2 - stable angina, 3 - unstable angina, 4 - ischemic heart disease, 5 - hypertension, 6 - arrhythmia and heart block, 7 - chronic heart failure, 8 - acute heart failure.

Fig. 2. The same provided that the age of the patients has increased by 30 years, and the weight has increased by 20 kg.

Fig. 3. The same provided that in addition to increasing age and weight, patients acquired diabetes mellitus.
2.3 Virtual Experiments

Virtual computer experiments were performed on mathematical models of three patients:

Patient 1. The man aged 50 (born on 09.05.1967), height - 177 cm, weight - 80 kg, blood type - two, Rh factor positive, smoking, not doing physical exercises, there are heart diseases in blood relatives, no hypertension, no diabetes, no cerebral blood flow violations, no diagnosis of heart disease, no cardiac surgery, thrombophlebitis, no chest pains, complaining of shortness of breath with physical exertion, no asthma attacks at night, heartbeat, no sensations of interruptions in the work of the heart, no swelling of the limbs and face, not complaining of dizziness and headaches.

Patient 2. The woman aged 39 (born on 20.11.1977), height - 160 cm, weight - 60 kg, blood type - first, Rh factor positive, smoking, not doing physical exercises, no heart diseases in blood relatives, no hypertension, no diabetes, no cerebral blood flow violations, no diagnosis of heart disease, no cardiac surgery, no varicose disease or thrombophlebitis, no pains in a thorax, no shortness of breath, no asthma attacks at night, no palpitations, no sensations of faults in work of heart, having edemas of the face, complaining of frequent dizziness and headache.

Patient 3. The man aged 50 years (born on 15.08.1966), height - 180 cm, weight - 75 kg, blood type - fourth, Rh factor negative, smoking, not doing physical exercises, with heart diseases in blood relatives, no hypertension, no diabetes, no cerebral blood flow violations, earlier diagnosis of heart disease, no cardiac surgery, thrombophlebitis, no chest pains, complains of dyspnoea at rest, there are no attacks of choking at night, no palpitations, having sensations of interruptions in the work of the heart, having edemas of the extremities, complaining of frequent dizziness and headache.

After entering the parameters of patients, the neural network system has made the diagnoses presented in graphical form in Fig. 1, a - to patient No. 1, in Fig. 1, b - to patient No. 2, in Fig. 1, c - to patient No. 3.

As can be seen from Fig. 1, the system did not reveal the risks of cardiovascular diseases for patients No. 1 and No. 2, whereas it was diagnosed for patient No. 3: cardiac arrhythmia and blockade - 70%, chronic heart failure (CHF) - 100%, acute heart failure (AHF) - 20%.

In Fig. 2 in a similar form, the results of scenario forecasting of the development of diseases are given, if the age of patients has increased by 30 years, and the weight - by 20 kg. All other parameters of patients were kept unchanged. As can be seen from the
picture, in patient No. 1 the system forecasted the appearance of a risk of arrhythmia and heart block - 70% and the risk of CHF - 100%. Patient No. 2 had no cardiovascular disease risks, and in patient No. 3 the system predicted the risk of arrhythmia and heart block - 70%, the risk of CHF - 100%, and the risk of AHF - 60%.

Figure 3 shows the results of scenario predictions of the development of cardiovascular disease provided that in addition to increasing age and weight, patients were ill with diabetes mellitus. As can be seen from the figure, in patient No. 1 diabetes mellitus stimulated the appearance of a 98% risk of stable angina, 91% risk of unstable angina, and a 98% risk of coronary heart disease. Risks of arrhythmia and cardiac blockade, as well as CHF remained at the same high level - 70% and 100%, respectively. In patient No. 2, diabetes did not cause any risk of cardiovascular disease, while in patient No. 3 diabetes led to an increase in the risk of AHF to 75%.

Figure 4 results are different for diagnosis forecasting of diabetes mellitus, and instead of it hypertensive disease has been added. This forecast corresponds to the fact that during the diagnosis (30 years ago) it was recommended to the patients to abstain from sweets, and they did not follow the arterial pressure. As can be seen from Fig. 4, the addition of hypertension instead of diabetes mellitus in patient No. 1 did not change the pattern of scenario predictions, in patient No. 2 a 26% risk of CHF appeared, and in patient No. 3 the risk of AHF decreased from 75% to 30%.

In Fig. 5 the results of scenario forecasting differ in that, among other things, patients have been regularly engaged in physical exercises or light sports all this time (for 30 years). As can be seen from the figure, in this case, in patient No. 1, the risk of stable angina would decrease from 98% to 2%, the risk of unstable angina would remain at the same level, the risk of coronary artery disease would decrease from 98% to 91%, the risk of arrhythmia and blockade of the heart would decrease from 70% to 4%. In patient No. 2, CHF would decrease from 26% to zero, and in patient No. 3 the risk of AHF would decrease from 30% to 8%.

Figure 6 provides the results of scenario forecasting on the assumption that patients are still not engaged in physical exercises, but stop smoking. In this case, patient No. 1 would have zero risk of both angina and IHD, but the risk of arrhythmia and heart block would remain at 70%, as in Fig. 4. In Patient No. 2, the pattern of scenario forecasting would be preserved, as in Fig. 5, i.e. for him to stop smoking or to do...
physical exercises instead equally positively affects the state of the cardiovascular system, namely, the risk of CHF in both options of the patient’s behavior would be avoided. For patient No. 3, the stopping of smoking will lead to an increase in AHF from 8% to 63%. It is not recommended to stop smoking for such patient. Apparently, the habit of smoking allows him to level out the resulting stresses, which has a positive effect on the state of his cardiovascular system, in particular, on the predisposition to AHF.

![Figure 6](image)

**Fig. 6.** The same is true provided that patients are still not engaged in physical activity, but have stopped smoking.

Figure 7 presents the results of scenario forecasting on the assumption that patients have reduced their weight by 20 kg, that is, returned to their original weight, which they had 30 years ago. In this case, the risk of cardiac arrhythmia and heart blocking of the first patient would decrease to 4% from 70%, the risk of cardiovascular disease of the second patient would remain the same, and the risk of the third patient’s AHF would decrease from 22% to 10%.

![Figure 7](image)

**Fig. 7.** The same is true provided that patients would reduce their weight by 20 kg, i.e. would return to their original weight.

## 3 Conclusion

As can be seen from the above examples, the developed dynamic neural network model allows not only to diagnose diseases at the current time, but also to predict the appearance and development of diseases in the future periods of life of patients depending on their lifestyle and medication. The use of such models allows doctors
before prescribing courses of treatment, first conduct virtual computer experiments, checking in this way the effect of drugs, select the most effective courses of treatment and prevention of diseases, and only then touch the health of patients.

Thus, in our opinion, the prerequisites for the transition of medical science and practice to a qualitatively new level – from archaic and immoral experimentation on living patients to experimentation on mathematical models of these patients will be created.
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Abstract. This article describes development experience of the neural network system for medical diagnostic of gastrointestinal diseases. There was used patient’s practical medical information for its creation. As input parameters were taken into consideration different factor groups, include demographic, patient’s complaints, life history, medical history and additional methods of research. Neural network model allowed making a significance assessment of factors, which have disease’s development influence. As a result, was designed neural network system of differential diagnosis, allowing diagnoses “gastritis”, “peptic ulcer”. In the future, developed diagnostic system can be used as a “provisional diagnosis of gastrointestinal diseases”.
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1 Introduction

For the last few years interest in neural networks has significantly increased: they are applied in finance, business, medicine, the industry, and other areas. Neural networks can be used everywhere where it is required to solve problems of prediction, classification or control because they are applicable practically in any situation when there is a communication between the input and predicted variables even if this communication has the difficult nature. The medical statistics marks that in the last decades pathology of digestive tract occupies one of the leading places in the list of diseases [1]. Questions of diagnostics in gastroenterology one of the most debatable moments in the modern medicine, first of all because of uncertainty of data; wide personal spacing of parameters; low specificity of the majority of diagnostic signs. Absence of accurate diagnostic criteria and abundance. Therefore, in the circumstances, enhancement of system of diagnosis of diseases of digestive tract using highly sensitive, but at the same time not invasive tests is rather demanded. The classical diagram of creation of a network assumes presence of group of input parameters (neurons) which are information on a research object, and several output neurons which amount is set equal to quantity of various diseases [2]. This diagram is used in many neural network diagnostic system,
but during the experiments was clarified that, changeover of one network N with outputs on N networks with one output allows to lower an error of setting of diagnoses therefore the research of each diagnosis separately is possible.

In the articles devoted to medical diagnostics, there is information about the application and development of artificial intelligence systems, in particular, the tool of neural networks. There are works using neural network technologies for diagnosing diseases of the lungs, blood diseases, cardiovascular system, cancer [3–6].

In articles published on this topic, the quality of the created neural networks is estimated, both with the help of traditional neural network estimation of the testing error, and with the help of medical indicators of the informative value of diagnostic methods: sensitivity, specificity, accuracy. Sensitivity - the proportion of really sick people in the survey sample, which according to the test results are identified as patients (a measure of the likelihood that any case of the disease will be detected). Specificity is the proportion of really healthy people who have not been diagnosed with a disease (a measure of the probability of correct identification of people without a disease). Accuracy - the proportion of correct results among all examined patients [9, 10].

2 Research Objective

Design of the neural network models allowing to make preliminary diagnoses of diseases of digestive tract with a fine precision, based on the parameters received by means of questionnaires, containing data of the inspected patients.

3 Methodology

To create a system of employees of the E.A. Wagner Perm State Medical University was given a data set consisting of 588 examples. Each example contained information in the form of signs about patients who had gastrointestinal disease of various degrees, coded as follows: 0 - no disease, ..., 4 - the heaviest form. In the set presented, the maximum possible number of parameters characterizing the degree of the disease is displayed: demographic data, patient complaints, anamnesis of life, anamnesis of the disease, objective status and additional research methods. The total number of parameters is 208. The whole set was broken up into training and testing, in a ratio of 90%:10%. Thus, as a structure for each neural network (a separate neural network was designed for each of the diseases), a multilayer perceptron with 208 input parameters and one output was used. Under the error of testing is understood the root-mean-square error calculated on the test sample according to the formula:

$$
\varepsilon_T = \sqrt{\frac{\sum_{n=1}^{N}(dn - yn)^2}{N}} \times 100\%
$$
where $N$ - the number of examples of the testing sample, $d_n$ - the degree of the disease calculated by the neural network, and $y_n$ - the actual degree of the disease.

The logarithmic function and the hyperbolic tangent function were used as the activation functions of the neurons of the hidden and output layers.

Designing, training and testing of neural networks was carried out with the Neurosimulator neuroset [7] and methods for data analysis were used with the help of machine learning libraries in the Python language.

As the difference between the received mean square errors for a disease “Gastritis” in Neyrosimulyator and STATISTICA is insignificant, and for a disease “Ulcer” was succeeded to receive the best error in Neyrosimulyator [8], the models created by means of Neyrosimulyator were selected as the best.

The diagnostic properties of the neural networks were tested on the test set using various estimates: calculation of the mean square error of the test and calculation of the accuracy of the diagnosis (the percentage of correctly diagnosed patients among the patients of the test sample). A correctly diagnosed diagnosis is one in which the difference between an actual diagnosis and a diagnosis of a neural network does not exceed one in modulus.

4 Results and Its Discussion

Results of check of operation of neural network diagnostic system on the testing set are presented in Figs. 1 and 2 in the form of comparison of the diagnosis made by doctors and the diagnosis received as a result of computation of a neural network.

![Fig. 1. Comparing of the actual and predicted setting of a disease for a disease “Gastritis”](image-url)
By means of a certain technique, namely by serial switching on (activation) of input neurons and observation over result of a network significances of input parameters of models [9] (Figs. 3 and 4) were defined. Assessment of the significance of input parameters showed that for diagnosis the greatest influence the data connected to a status mucous a stomach, a supply and complaints of the patient to belly-aches had “Gastritis”. For diagnosis “Ulcer” the most significant were parameters connected to a status mucous a stomach and a duodenum, complaints of the patient to pain in epigastralny area and a symptom of “niche”.

Fig. 2. Comparing of the actual and predicted setting of a disease for a disease “Ulcer”

Fig. 3. The most significant parameters for the diagnosis “Gastritis”
The most significant parameters revealed by a neuronet confirm the medical facts that speaks about adequacy of the constructed models.

At the initial stage, testing errors were: 24% for gastritis, 24% for cholecystitis, 23% for GERD, and 18% for gastric or duodenal ulcer. The accuracy of the diagnosis was 52% for gastritis, 68% for cholecystitis, 62% for GERD, and 88% for gastric or duodenal ulcer. Thus, initially neural networks showed insufficient quality of diagnosis. Therefore, it was necessary to analyze the baseline data for emissions and inconsistent examples. Detection of such examples in the training set occurred using statistical methods, and using the method, the definition of suspicious examples, based on the neural network model [10].

Its essence lies in the analysis of examples for which the trained neural network finds it difficult to put the right degree of development of the disease, that is, the module of the difference between the diagnosis of the doctor and the diagnosis of the neural network is maximal. It was suggested that such examples fall out of the general pattern, but does not mean that they should be removed. Since there was a possibility that initially in the compilation of the original set, an error could be made in stating the degree of development of the diagnosis. Suspicious samples were re-examined by medical specialists and, if necessary, corrected. After optimization of neural network models and detection of emissions, it was possible to reduce the error in testing and improve the accuracy of diagnosis. Table 1 presents the calculated root-mean-square errors in testing and the accuracy of diagnosis.

Based on the calculated Spearman correlation coefficients between the input signs and diseases, as well as the coefficients of significance obtained during the training of neural networks, 30 parameters were determined that do not affect any disease from the list. These parameters carry information about the patient’s personal life (education, number of children, etc.), some external symptoms (skin pallor, pigmentation, etc.). These parameters were excluded from the sample, and thus it was possible to reduce the number of parameters from 208 to 178 (Table 2).
5 Conclusion

Trained neuronet models show high accuracy of diagnosis, besides, after removing insignificant parameters, the quality of diagnosis has improved by 2–6% in the mean square error of testing. In the prospects of this study, the expansion of the class of predictable diseases of the gastrointestinal tract and the conduct of research to identify new medical knowledge [4]. Also, a preliminary version of the interface was designed, which allows diagnoses based on parameters from the original set for four GI diseases. In addition to diagnosing, it is possible to save completed questionnaires, which in the future will automate the collection of data and pre-training models.

To start using the interface, you must register in the system, this will enable you to save the completed questionnaires. Then it is necessary to fill in 6 groups of symptoms: personal data, complaints, anamnesis of life, medical history, objective status, additional research methods. The diagnosis is made only on the basis of completely filled forms. This system is mainly provided for students of medical institutions for training, for testing and assessing the quality of diagnosis. Link to the interface: http://gastro.permai.ru/.
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Abstract. In these times of digital transformation, cities have overcome the challenges of the past and are building the future. The use of technological resources as a means of efficiently delivering various services and improving citizens’ quality of life has transformed regions and cities into smart regions and cities. There have been a remarkable amount of projects implemented by the Municipalities in the last years, taking the technologies to the cities. However, for a project to be interesting, it must have a positive impact on society, that is, citizens. This evidence gave rise to the present study whose goal was to find out if citizens living in inner cities, labeled as smart cities, actually consider them that way, and whether their city uses innovative solutions that optimize their daily lives. The results are discussed in the light of the literature and future work is identified with the aim of shedding some light on a field as emerging, promising and current as this of Intelligent Cities and the Internet of Things.
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1 Introduction

At present, companies with world-renowned prestige that operate in the area of Information and Communication Technologies are betting on innovative solutions that optimize the daily life of citizens, providing a better quality of life for the population. Cisco Systems and IBM, Microsoft already develop new solutions and initiatives for smart cities. CISCO launched the “Global Intelligent Urbanization initiative” to help cities around the world using the network as the fourth utility for integrated city management, enabling a better quality of life for citizens and development economic. Microsoft is working with Coventry University and Birmingham City Council on the Intelligent City Proof of Concept Project, an interoperable technology platform focused on transportation. IBM has announced its Smarter Cities to stimulate economic growth and quality of life in metropolitan cities and cities by activating new approaches to thinking and acting in the urban ecosystem [1].
The territory can create an environment conducive to innovation, provided its sustained by technology and technological innovation. The concept of smart region appears as an alternative to assist the territorial organization of space, in order to generate an innovative environment capable. Regions function as collectors and repositories of knowledge and ideas, facilitating the flow of ideas, knowledge and learning. In the smart region becomes urgent, the capacity for innovation and adoption of new knowledge, techniques, and technologies. Being these the main vectors of the regional development process [2].

The grouping of people in specific places is inevitable, this generates the need to prevent or reduce the creation of waste in all aspects, infrastructure, resources, management, pollution, health, traffic, among others. The definition of a smart city is linked to an efficient city in which its concept encompasses sustainable urban development that is capable of being able to respond to any political, economic, operational and social environment that may arise.

Until now, cities have been changing, on a greater or lesser scale, and the discussion about their role in the economy and social welfare has been intensified. An intelligent city is aimed at people, whose main objective is the well-being of the population.

The present paper is structured as follows. After this introduction, a brief outline is given of the Portuguese Smart Cities Network, followed by a definition a smart city and Internet of Things. Subsequent to this is the presentation of the research method used in this study, followed by the main results obtained. The paper ends with the conclusions and with suggestions for future works.

2 The Portuguese Smart Cities Network

The Portuguese Smart Cities Network (RENER) was started in 2009 with 25 municipalities as a pilot network for electric mobility launched by the Portuguese government. The cities acted as test sites for electric charging points and intelligent mobility systems [3]. Among these 25 municipalities, 18 are the Portuguese district capitals, and the others are the cities of Vila Nova de Gaia, Almada, Loures, Sintra, Cascais, Torres Vedras and Guimarães.

In 2013, RENER invested in the thematic extension of its action, incorporating other areas such as energy efficiency, renewable energies, water and waste management, governance and citizenship, culture and tourism, all in the sense of a holistic model of smart cities. Over the last year, it has also promoted the geographic extension of the network with the integration of 18 more national municipalities, thus gaining scale, critical mass and cooperation capability. The Portuguese Smart Cities Network was thus formalized in November 2013 as a natural evolution of the Renewable Energy Living Lab (RENER), which had been created in 2009 by INTELI – Association Intelligence in Innovation. In 2015, the network incorporated three more municipalities, namely Macedo de Cavaleiros, Miranda do Douro and Lagoa. The Portuguese Smart Cities Network is currently composed of 46 municipalities throughout the national territory (see Fig. 1).
With the creation of the RENER the Network of Intelligent Cities of Portugal (www.smartcitiesportugal.net), all the cities integrating the RENER network became as well associated with this new platform. INTELI is the managing entity of the RENER Network, made up of 46 municipalities and a member of the European Network of Living Labs. In the Portuguese Smart Cities Network each municipality works as a site of development and experimentation of urban solutions.

This idea of experience sharing among municipalities has already reached Spain with the creation of the Iberian Smart Cities Network, which is currently composed of 111 cities.

3 Smart Cities

The term Smart Cities has been widely used over the last years. The main goal of the smart cities initiative is to enable cities to manage their assets efficiently, investing in innovation and creativity as a way to promote sustainable and inclusive urban development. Initially, the model of a smart city applied to information technologies that could be used to plan city development. The first publication on the subject matter is considered to be the book by Ishida and Isbister [4] on methods the information society applied to create the virtual space of the city [5], using the Internet and IT infrastructure. Subsequent papers evolved towards the city management method [6], the ability to attract top class specialists [7] or the ability to develop and absorb innovation [8]. The concept of “smart cities” currently has come to dominate both the academic literature and the public policies agenda. Several worldwide projects are being
conceived and implemented, with different characteristics, motivations, maturity levels, government models and funding sources. However, the motto is always the use of information and communication technologies to make urban life easier [9].

International Data Corporation defines a Smart City as a city which has stated its intention to use information and communication technologies to transform its modus operandi in one or more of the following areas: energy; environment; governance; mobility; buildings and services. The main goal of a Smart City is to improve the quality of life of its citizens ensuring sustainable economic growth [10]. An smart city can be defined as a multidisciplinary domain gathering several fields of action and skills in order to achieve development. These fields are at their core supported by information technologies, hence the designation of intelligent, but they must also be strongly targeted at a governance model anchored in civic participation and they must be a source of economic development [11].

Nowadays, cities are facing several challenges related to climate change, demography, energy dependency and social exclusion, which calls for new urban development paradigms. In this context, concrete smart city projects are being implemented around the world and an exponential growth is expected in the smart city market [12].

Sassen [13] gives primacy to people, claiming that if a smart city does not mobilize its citizens’ intelligence, then it is not that smart and it is no more than the plain implementation of technical services. When people are added to this equation, everything gets more complicated. People do not all have one same shape and we cannot control their opinions, wishes or concerns.

Smart cities are complex systems, often called “systems of systems,” including people, infrastructure, and process components (see Fig. 2).

![Fig. 2. A smart city model (Source [14]).](image-url)
Most smart cities models consist of six components: government, economy, mobility, environment, living, and people [14].

4 Internet of Things

Since the beginning of the Internet in the late 1960s, when the number of linked sites was reduced, through the 1990s when 1 billion people connected to the Internet with their desktops and laptops, and by the first decade of the 21st century, where more than 2 billion people connected to the Internet through their phones cell phones, and Cisco Systems has predicted that 25 billion things will be connected to the Internet and to each other in 2015, being this number in 2020 doubled (50 billion) [15, 16].

Innovation at the information and communication technologies level is happening at fast speed. Since the rapid development of wireless technologies, sensor networks, smart networking, and wearable’s are creating new sources of business value [17].

IoT represents the first real evolution of the Internet, with a major advance in the ability to collect, analyze and distribute data. It represents a breakthrough that will lead to the use of revolutionary applications. The number of devices like tablets, smart phones, personal computers, laptops, PDAs and even other portable embedded devices connected to the Internet is increasing and a large part of these mobile devices incorporates different sensors and actuators that can detect, make intelligent decisions, perform calculations and transmitting collected information via the Internet. A network of such devices with different sensors can give rise to numerous amazing applications and services that can bring significant personal, professional and economic benefits [18].

The Internet of Things (IoT) is a global infrastructure for the information society, enabling advanced services by interconnecting (physical and virtual) things based on existing and evolving interoperable information and communication technologies [19].

5 Research Approach

The unprecedented urban growth rate gives rise to an urgent need to find more intelligent ways of managing challenges [20]. However, little has been said about what residents/citizens understand by smart city or about internet of things and what technologies should be implemented for a city to be identified under that denomination.

With a view to empirically characterize citizens’ opinion on the relationship between smart cities and internet of things, the application of the survey technique seemed appropriate, since it enhances a clear, straightforward and objective answer to the questions presented to the respondents. Moreover, since the aim was to characterise a high number of people, such number made the use of alternative research techniques impossible or not recommended.
5.1 Population

Since the inland cities integrating RENER are in lower number than the coastal ones, our interest in the inland cities grew. Nonetheless, the major question was: How do we get to the citizens of those cities? In the first place, among the 10 possible cities, the choice fell on those which might eventually be considered the most remote due to the fact that they are further from big urban centers and smaller.

Secondly, which citizens should be inquired? Since many selection criteria were found possible, a relatively deep analysis was made and one criterion was chosen. The survey would be conducted in higher education institutions.

Therefore, two inland cities in Portugal were selected and the study sample was composed of the students and teaching and non-teaching staff of two Polytechnic Institutes. Since the email addresses are available in the portal of each institution, the selection of the sample was relatively easy. In order to carry out the survey, 450 online questionnaires were sent to the 450 citizens constituting the sample. Among those, 273 people answered the questionnaire, which corresponds to a response rate of 61%.

5.2 Structure

The structure of the survey resulted from the review of literature regarding smart cities. The survey questions, to be answered individually and confidentially, were organized into three groups. The first group corresponds to the characterization of the respondents. The second group is related to the main questions leading this study, which are what they understand by smart city and what technologies they consider important for a city to be considered a smart one. The third group aims to assess what areas the respondents consider as priorities, what technological resources they find important in the transformation of a city and which they find to be the most imperative. The last question asked was whether or not they consider the city where they live a smart city.

6 Results

The data analyzed for the presentation of these results was produced based on a representative sample of students, teachers and other staff from polytechnic higher education institutions. Among the sample, 59% of the respondents are male and 41% female.

The ages of the respondents range from 19 to 63 years old. Among the 273 people surveyed, 198 are students, 58 are teachers and 17 are other staff. As was mentioned in the section on the structure of the questionnaire, a number of questions were put to the respondents; however, given the incidence of this work, it is the issues related to the second and fourth survey groups that will merit our attention.

The second group of questions in the survey inquired the respondents over what they understand by smart city. From the 273 respondents, 62 stated that they did not know what a smart city was and therefore could not define it.

Among the remaining answers (211), a number of definitions were given, some of them being transcribed as follows: “They are environmentally friendly cities, where the
use of public transport and other means which do not pollute so much is promoted”; “They are cities with projects which enable to spend less electrical energy, investing in other energy sources”; “They are cities considered to be intelligent, which invest in the use of information technology to make their residents’ life easier”; “… it is a city where there are easy, accessible and sustainable ways to provide quality of life at the disposal of the citizen”. It is clear that it is difficult to reach one single concept to define a smart city. However, from the answers obtained, it can be said that some aspects are mentioned more often, which enables us to state that for the respondents of this survey, a smart city is one where a number of projects are implemented using technology as a means to improve the life of the people who live in those cities.

Another approach was if they could define what the Internet of things is. Of the 273 respondents, 152 replied that they did not know what the Internet of Things was and therefore could not define it.

The remaining 121 developed some definitions: “…sensors installed on the treadmills”; “It is the Internet directed to” things “, considering” things “such as buildings, public transportation, parking lots etc”; “They are technologies that, for example, installed in a city lead to smarter city management”; “They are digital network connections, interactions and controls of everyday objects, appliances and vehicles”; “They are technological devices and tools that make life easier for people, for example streamlining processes in public administration”; “… allows the connection of everyday objects between us and the internet”.

When talking about Smart City and Internet of Things there is a term that stands out, “connectivity”, as this is what will allow us to interconnect various devices to the Internet. Asked how many devices are connected to the Internet, the responses can be observed in Fig. 3. Most respondents have between 1 and 3 devices connected to the Internet.

![Fig. 3. Connectivity of devices.](image)

Asked about the integration of different aspects and the benefits provided by the intelligent city, the answers were dissolved by the various options (see Fig. 4). It should be noted that the answers in this question were multiple choice.
As can be seen, the highlights are Energy and Water, followed by Medical Assistance, Government and Administrative Bodies and the Environment.

Asked if they considered that there is a relationship between the use of the Internet of Things in cities and their classification as smart cities, the answer was almost unanimous, since 92% of respondents consider that yes, against 8% who think that a city can be considered a smart city without using any kind of information and communication technology.

Was observed that 235 (96%) of the respondents considered that there is a relationship between the applicability of the Internet of Things and a city considered to be intelligent, 22 (8%) do not consider there is any relation and 16 (6%).

7 Conclusions

One of the main IoT goals is to make the Internet more immersive and pervasive. As a network of highly connected devices, IoT technology works for a range of heterogeneous devices (such as sensors, RFID tags, and smartphones). Multiple forms of communications are possible among such “things” and devices. IoTs must be designed to support a smart city’s vision in terms of size, capability, and functionality, including noise monitoring, traffic congestion, city energy consumption, smart parking meters and regulations, smart lighting, automation, and the salubrity of public buildings [21]. They must exploit the most advanced communication technologies, thus supporting added-value services for a city’s administration and citizens [14].

With the possibility of everything connected, developments aimed at intelligent cities are gaining more and more expression, as they generate benefits and consequently a better quality of life for the citizens who inhabit it. Without doubt, the Internet of Things is the new technological period that will eloquently change the way people interact, cities and “things”. One of the limitations of this research work is the delimitation of the study to two regions. While it is believed that sufficient data has been generated for the purposes of this paper, it will readily be accepted that a greater number and scope could result in a richer and more sustained data set.
Among the future work to be done, the scope of the study is highlighted to other regions of the country or even to other regions of the globe.
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Abstract. Nowadays, technological risks and information security are important processes of management and administration for public and private institutions. This is due to the obliquity of technology in the development of business processes, and its level of impact on organizational goals and objectives. This work implements a process for identifying, measuring, controlling and monitoring the IT risks that would allow the prevention and reduction of the losses due to the materialization of these types of risks in a Higher Education Institution. The risks analysis was applied to the information assets associated to two institutional critical processes that could cause material, financial, operational and image damages. In general, the results allowed to identify the high, medium and low level risk. Also, it was presented an action plan that included mitigation control to counteract the effects of identified risks, as well as its probability of occurrence, an estimated budget, and feasibility the analysis of implementing these countermeasures.
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1 Introduction

The deployment of technology is one of the most common strategies used for any type of organization, and it has increased the dependency in the use of electronic channels and information within the institutions [1]. This fact has allowed technology to move up in category from a passive element in order to become an important asset for the operations of the organizational process [2]. Indeed, Technology is key part of the institutional process, and its performance cannot be isolated from those of the remaining elements of the process.

For a higher education institution, it is necessary to continually improve its quality in order to outstand among the institutions of its kind; an important factor for the accomplishment of this objective is the implantation of new strategies, techniques, and
tools that improves aspects as: planning, administration, management and operations, technology, among others [3, 4].

One of the most important processes that has to be defined and controlled in any type of institution is the process of Risk Management, because the organizations could be exposed to significant losses when an adequate risk management of the critical activities and processes is not performed; therefore affecting the normal flow of operations and not achieving its objectives [5].

The present project was applied in a higher education institution in Ecuador. The implementation of the IT Security and Risk Management Process allowed the university to control –to a reasonable level– IT risks, assuring the highest degree of mitigation possible. In other words, the university was able to identify and control the vulnerabilities and threats in order to lower the impact of the risk in case of an occurrence. Institutions must control risks without significantly modifying its structural characteristics and functionality, and allow returning to its original structure once the risk event has finished [6].

2 Justification

Currently, the complex, dynamic and competitive institutional environment has taken the institutions to a point of technifying and automating their processes, implementing strategies that would allow the improvement in the quality of the products and services they offer the community [7]. These changes are produced due to the demands of the business environment, the new organizational models, the requirements established by consumers, the regulatory changes established by the control entities which aim is to generate value added to the products and services improving their quality; nevertheless, every change –as little it may seem– always carries a risk, and there is the need of guaranteeing the availability and operations of the services, avoiding interruptions and scenarios that could cause losses and affect the image of the institution [7, 8].

The “Model of Institutional Evaluation of Universities and Polytechnic Schools” – issued in September 2015 by the CEAACES– defines criteria and sub-criteria of quality in the higher education system through attributes that are measured by standards. This model defines the criteria of “Resources and Infrastructure” that evaluating the characteristics of the information technologies in order to determine adequacy for guaranteeing the activity flow of the academic community [9].

In the Number 300 about the Risk Assessment of the Internal Control Norm issued for Office of the General Comptroller of the State [10]. The public institutions use as a reference this framework with the purpose of setting their own internal control, giving special importance in risk management, and mechanisms to identify, analyze, and deal with potential events that could affect the execution of the processes and the achievement of the objectives.

This situation makes mandatory for the universities to implement a process to manage the IT security and risks. These risks could affect the availability, confidentiality, trustfulness, accuracy, and transparency of the information of their academic management platforms –reasonably ensuring the compliance with the criteria,
sub-criteria, and standards mentioned beforehand, and evaluated by CEAACES, and the Internal Control Norms of the General Comptroller of the State.

Currently, the institution has not formally defined the technological and security processes that are under the responsibility of the Direction of IT and Communication. This makes it difficult for identifying the technological risks that could stop these processes, and the prevention of these events.

In previous years, there were technological risk events that got materialized and – last time – produced a loss of information from the academic management platform; this event pushed the university to take reactive measures to restore the information within several days, affecting the productivity of academic staff. Additionally, there are certain managerial reports with errors from the academic management platform that are corrected manually in the database, increasing the IT security risk.

The present work was made taking into account this background; in which the IT Security and Risk Management Processes were developed and implemented, with the purpose of identifying, measuring, controlling, and monitoring the risk, mitigating the probabilities and impact of possible events that could affect the activities of the processes that are supported by the academic management platform [11].

3 Methodology of Development

The present work belongs to the work model of Research of a Feasible Project, because it has as an objective the execution of a proposal. A Feasible Project is defined as “a study that consists in the investigation, elaboration, and development of a proposal of feasible operative model for the requirements or needs of organizations or social groups” [12].

During the development of this work, qualitative techniques were used for the comprehension and description of the critical processes of the business, placing them as part of the knowledge of the real context of the organization [13]. Other techniques were additionally used, such as observation, interviews, and documental gathering [14].

Interviews were used for the collection of information; for this purpose, there were questionnaires designed and directed to different staff members of the institution depending of their functions.

The documental gathering was developed through the selection of information based in descriptive and expository field bibliographic investigation about the topic of study. This allowed expanding the knowledge of the topic using primary and secondary sources of information. National and International standards and norms were consulted such as ISO 31000 Risk Management, ISO/IEC 27005 IT Security Risk Management; ISO 22301 Business Continuity Management; “Model of Institutional Evaluation of Universities and Polytechnic Schools” from CEAACES; The Internal Control Norm issued by the Office of the General Comptroller of the State, among others.

The IT Security and Risk Management Process –also known as PGRTI in Spanish– defines 4 generic phases as it is shown in Fig. 1. Simultaneously, these phases contain sub-processes that could be applied depending of the environment and the activity in which the organization develops.
Phase one defines and understands the institution itself, and its context. Phase two establishes the macro-processes for the administration of the IT security and risk management. Phase three specifies the action plans in order to mitigate and manage the identified risks; and finally, phase four deals with the feedback and improvement process of the results from previous phases.

4 Results

After applying the Operative Risk Management Process factor IT [15], the results obtained in each of the phases were the following:

Phase 1: Organization and its context.- The process map of the university was evaluated –process map oriented to achieve the highest satisfaction of internal and external customers, by offering academic, and research services, and attachment with the society.– The institution classifies its processes in:

- Strategic Processes: Executed by top administration of the university; they offer direction.
- Mission Processes: Productive Processes oriented to the compliance of policies and strategies related to the quality of academic services offered by the institution –in other words, these enable the achievement of the institutional objectives.–
- Support and Advisement Processes: Processes that support the mission and strategic process. They recruit competent staff, reduce labor risks, keep the best operative and functional conditions, coordinate and keep the optimization of resources and the administrative efficiency.
- Evaluation and Follow-up Processes: Processes oriented to the internal control and evaluation of the processes mentioned previously.

Phase 2: Definition of the IT and information security risk management.- In order to define the technological risks, it was necessary to identify all the processes that take place in the academic management macro-process. These are detailed in Table 1.

These processes are related mainly with the academic management of the university, and they are supported by several information systems the institution has put in place; these systems are administered by the process owners and by the Direction of Information Technology and Communication. The processes identified as critical are:

- MSO-DC-PA Academic Planning.
- MSO-DC-MT Registration.
For this purpose there were several considerations: type of process, maximum tolerated period of interruption, objective recovery time, and objective recovery point, with the purpose of establishing the critical level and the importance of the institution. Then, a list of possible threats was made. These threats could affect the information assets associated with the critical processes, which were analyzed to evidence the vulnerabilities and possibilities of exploiting them [16]. In Table 2, a list of high risk threats is shown. These could affect one or several of the information assets for critical processes.

In Fig. 2, the complete map of the forty-seven evaluated risks is shown, in terms of their occurrence probability and impact over the information assets, and associated critical processes. Twenty risks are labeled high risk (red color), twenty-five medium risks (orange color), and two low risks (green color).

**Phase 3: Risk Treatment.-** After identifying high risk threats, an action plan was made to mitigate those risks, and to reverse them to acceptable tolerance levels. The mitigation strategies of the risks—and the reaction to them—depended of the risk appetite of the institution. The proposed controls in the action plan are associated with 40 controls of the ISO/IEC 27001:2013 norm [17].

During the elaboration of the action plan, tasks were determined, as well as the necessary resources, and the accountability. The implementation period of all selected controls is 17 months; and the initial budget for implementation is USD$58,400.00. It is important to highlight that the initial budget did not take into consideration the dollar amount already spent by the institution in some controls up to date.

**Phase 4: Monitoring and Revision.-** The last phase of the risk management process is the monitoring of the execution of the controls, and the establishing of indicators marks

• Selection and recruitment of faculty staff |
| Macro-process: Mission            | Process: Teaching. Academic planning:
• Opening and closure of the academic period
• Registration of teachers in platform
• Definition of class schedule
• Organizing student class groups
• Evaluating and updating the micro-curriculum programs
• Administering the policies and strategies of the academic evaluation process
• Planning and executing teacher evaluations
| Registration:                    | • Registering student admissions |
| Process: Titulat (awarding a degree). Titulation: |
• Following-up development of thesis and graduation
• Controlling development of internship practice plan
• Keeping updated alumni information

**Table 1. Processes of the academic management macro-process**
that would allow verifying the application and effectiveness. Monitoring activities are mainly the following:

- Periodic revision and updates of the internal policies.
- Periodic follow-up of the budget compliance.
- Evaluations made by the Internal Auditor.
- Independent evaluations performed by the External Auditor.
- Contracts’ auditing performed by the legal attorney.
- Revisions performed by the owners of the information assets.
- Verification of function segregation.

<table>
<thead>
<tr>
<th>Threat description</th>
<th>Threat agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malicious code</td>
<td>Hacker</td>
</tr>
<tr>
<td>Robbery</td>
<td>Organized crime</td>
</tr>
<tr>
<td></td>
<td>Discontented staff member</td>
</tr>
<tr>
<td>Unauthorized modification of information</td>
<td>Inexperienced or discontented staff member</td>
</tr>
<tr>
<td></td>
<td>Supplier/contractor</td>
</tr>
<tr>
<td></td>
<td>Former staff member</td>
</tr>
<tr>
<td>Network or computer viruses</td>
<td>Hacker</td>
</tr>
<tr>
<td></td>
<td>Inexperienced or discontented staff member</td>
</tr>
<tr>
<td>Attack/terrorism</td>
<td>Subversive group</td>
</tr>
<tr>
<td>Sabotage</td>
<td>Discontented staff member</td>
</tr>
<tr>
<td>Structural failure of the building</td>
<td>Inexperienced staff member</td>
</tr>
<tr>
<td>Defected back-up</td>
<td>Inexperienced staff member</td>
</tr>
<tr>
<td>Earthquake</td>
<td>Natural</td>
</tr>
<tr>
<td>Broken or unmaintained UPS</td>
<td>Discontented staff member</td>
</tr>
<tr>
<td>Electric power interruption</td>
<td>Material (failure)</td>
</tr>
<tr>
<td>Fraud</td>
<td>Discontented staff member</td>
</tr>
<tr>
<td>Uneven power supply</td>
<td>Material (failure)</td>
</tr>
<tr>
<td>Rejected service</td>
<td>Inexperienced staff member</td>
</tr>
</tbody>
</table>

**Table 2.** High risk threats

**Fig. 2.** Institutional risk map
Review of the compliance of the levels of service agreements made with technology providers.
- Reports of level of compliance of the action plan.
- Revision of mitigation plans of newly detected risks and threats.

Institutional Risk Management and the continuity of regular operations of the institution are under the responsibility of the top executive authority of the university and of the University Counsel; therefore, they must offer their formal commitment and support in order that the Information Technology and Security Risk Management Process—which has been named PGRTI– could be executed with the established periodicity defined in the present work.

5 Conclusions

Information Technology and Security Risk Management enables the creation of risk awareness within the top authorities and participating administrative units; it is imperative the formal commitment and support of the top administration in order to start a project related to the information technology and security risk management.

It is necessary to create and to formally approve a process, as a key factor for the execution and compliance of it. Its construction must be based in worldwide accepted standards and norms in order to ease the implementation and acceptance by the parties involved.

The IT Security and Risk Management Process can be replicated in any type of institution and industry. The process is generic and its execution periodical, at least once per year. This process allows for the comparison of risk levels in the information assets between each period. The PGRTI implementation requires: updated process map and process inventory with its respective levels of urgency, person responsible, and the information assets related with these processes.

After the implementation of PGRTI, it was necessary to interview the owners of each of the critical processes, and it was then determined that: IT management is perceived afterwards as an investment; the IT plans are focused in the most important aspects and greater risks; and it was possible to change the IT activities from “extinguishing fires” to the prevention and anticipation of the risks.

In future projects associated with risk management, the use of commercial risk management software is feasible. The purpose is to generate a centralized information repository of the risks associated with critical processes and the business objectives; also to observe metrics and incidents that could generate any losses to the organization.
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Abstract. In this paper, we identify the groups of triggers that are responsible for severe software failures. These failures prevent any essential operation or activity to be conducted through the concerned system or other systems connected to it. In fact, the occurrence of these failures causes a double financial cost to organizations: one in fixing them and the other one because of the unavailability of the system or systems. We targeted three types of software defects as sources of these failures. We conducted this study by classifying 665 software defects of a school management system and we found that the top two trigger groups are the technology and the IS architecture groups.
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1 Introduction

In this age of information, every organization uses software systems to perform all types of activities in different domains. Unfortunately, most of the time, they are subject to failures [1, 2]. Software failures are defined as “Termination of the ability of a product to perform a required function or its inability to perform within previously specified limits” [p. 5, 3].

In fact, depending on their severity, these failures induce not only financial loss to organizations, but also time and resource loss in correcting them. Software defects (SDs) are the sources of these failures. IEEE standard 1044-2009 [p. 5, 3] defines a defect as: “An imperfection or deficiency in a work product where that work product does not meet its requirements or specifications and needs to be either repaired or replaced”. Different studies have investigated the sources and factors triggering SDs [4, 5]. Nevertheless, there is no existing literature on the types of triggers associated with the level of SDs severity that they generate. Knowing which types of triggers generate which level of SDs severity will help systems administrators in particular and organizations in general to better allocate their resources in order to address software failures. In this regard, the question we address in this paper is which types of trigger factors generate the most severe SDs?

To answer this question, we conducted a case study on a software system. In fact, we performed two main classifications of its SDs. The first classification was to identify the severity of SDs; then we classified the same SDs based on the trigger factors using EVOLIS framework [4].
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The paper is structured as follows: first, we will introduce existing techniques software defects classification; secondly, we will present the methodology that we used in conducting this study; then, we will show the results that we obtained; and finally we will present our contribution.

2 Related Works

In the software life cycle, the classification of defects presents many advantages [6]. The classification of defects helps the software development teams to reduce the cost of correcting them, to detect defective modules and to have efficient resource planning. Various studies have proposed and evaluated different approaches to collect and to analyze these SDs. The main approaches are (1) taxonomies [7, 8], root cause analysis [9], schemes [3] and the classification of these SDs [10].

There are different existing schemes in classifying SDs [10]. (1) The Orthogonal Defect Classification (ODC) of IBM [11] was developed in 1992 by Chillarege et al. [11] and it classifies defects across “the dimensions (1) defect type, (2) source, (3) impact, (4) trigger, (5) phase found, and (6) severity” [12]. (2) The HP Defect Origins, Types and Modes, the approach of Hewlett Packard, was developed by the HP software metrics in 1986 [13] and this scheme classifies the defects according to their types, their origins and their mode [12]. (3) The IEEE standard 1044-2009 is the scheme we retain for our first classification project. We selected this approach because it proposes the most complete definition of the SDs severity types among the three schemes. Moreover, this severity attribute is one of the most used attributes in SDs classification in practice [12]. The main advantage of choosing the severity attribute is the possibility for managers to identify which defect to correct first [12]. We retain the severity attribute for our first classification.

3 Methodology

To be able to understand the relation existing between triggering factors for SDs and the severity of SDs, we conducted a case study of a system that we will name system A. This system is developed by an educational organization and it is a school management system. Its purpose is to help schools in managing the grades of their students. It is used for managing more than 90000 students’ grades. The first version of the system A had been released middle 2012. We classified 665 SDs of system A. The collection of SDs covers a period of one year and four months from January 2015 to April 2016. System A has nine released versions over this period. The defects repository tool used by this organization is Jira [14].

Our objective is to classify SDs according to their severity and then classify these same SDs according to the factors that trigger them. In fact, we analyzed the SDs of this system A by classifying them according to the defect severity attribute of IEEE 1044-2009 standards [3] and then by classifying them with EVOLIS framework [4]. The software team in charge of maintenance of the system A and a member of our research team had conducted both classification.
3.1 The Classification of SDs Based on Severity

Our first classification is done based on the severity attribute of the IEEE standard (see Table 2). The IEEE’s standard defines this attribute as “The highest failure impact that the defect could (or did) cause, as determined by (from the perspective of) the organization responsible for software engineering.” [3]. The five values of severity are classified from the most significant to the least significant ones (see Table 1). For the purpose of this study, we define any software defect (SD) as severe as long as it belongs to one of these severity levels: (1) Blocking (B), (2) Critical (C) and (3) Major (Maj). The Minor (Min) and the Inconsequential (Inc) are not considered as severe SDs.

Table 1. Severity values [3]

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Severity</td>
<td>Blocking (B)</td>
<td>Testing is inhibited or suspended pending, correction or identification of suitable workaround</td>
</tr>
<tr>
<td></td>
<td>Critical (C)</td>
<td>Essential operations are unavoidably disrupted, safety is jeopardized, and security is compromised</td>
</tr>
<tr>
<td></td>
<td>Major (Maj)</td>
<td>Essential operations are affected but can proceed</td>
</tr>
<tr>
<td></td>
<td>Minor (Min)</td>
<td>Nonessential operations are disrupted</td>
</tr>
<tr>
<td></td>
<td>Inconsequential (Inc)</td>
<td>No significant impact on operations</td>
</tr>
</tbody>
</table>

Table 2. Classification of system A’s SDs based on their severity

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>C</th>
<th>Maj</th>
<th>Min</th>
<th>Inc</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>10</td>
<td>12</td>
<td>46</td>
<td>22</td>
<td>0</td>
<td>90</td>
</tr>
<tr>
<td>Feb</td>
<td>5</td>
<td>8</td>
<td>24</td>
<td>17</td>
<td>0</td>
<td>54</td>
</tr>
<tr>
<td>March</td>
<td>12</td>
<td>17</td>
<td>49</td>
<td>31</td>
<td>0</td>
<td>109</td>
</tr>
<tr>
<td>April</td>
<td>9</td>
<td>8</td>
<td>50</td>
<td>16</td>
<td>2</td>
<td>85</td>
</tr>
<tr>
<td>May</td>
<td>3</td>
<td>1</td>
<td>20</td>
<td>5</td>
<td>0</td>
<td>29</td>
</tr>
<tr>
<td>June</td>
<td>0</td>
<td>2</td>
<td>25</td>
<td>14</td>
<td>0</td>
<td>41</td>
</tr>
<tr>
<td>July</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Aug</td>
<td>2</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>3</td>
<td>27</td>
</tr>
<tr>
<td>Sept</td>
<td>5</td>
<td>11</td>
<td>18</td>
<td>15</td>
<td>4</td>
<td>53</td>
</tr>
<tr>
<td>Oct</td>
<td>7</td>
<td>4</td>
<td>22</td>
<td>6</td>
<td>0</td>
<td>39</td>
</tr>
<tr>
<td>Nov</td>
<td>15</td>
<td>8</td>
<td>37</td>
<td>20</td>
<td>3</td>
<td>83</td>
</tr>
<tr>
<td>Dec</td>
<td>7</td>
<td>5</td>
<td>18</td>
<td>12</td>
<td>3</td>
<td>45</td>
</tr>
<tr>
<td>Total</td>
<td>75</td>
<td>84</td>
<td>322</td>
<td>169</td>
<td>15</td>
<td>665</td>
</tr>
</tbody>
</table>

3.2 The Classification of SDs Based on the EVOLIS Framework

For our second classification project, we chose the EVOLIS framework [4] (see Table 3). This framework proposes a technique to classify SDs according to the factors
that trigger them. “EVOLIS can be caused by a large variety of factors: bugs that need to be fixed, users that wish to have new functionalities, new market opportunities that require new software features, performance standards that the system must reach, technical changes in the environment with which the system must interact, obsolescence of applications and so on” [3]. EVOLIS identifies four main groups of factors that triggers SDs: (1) IS/users fit (U.F) triggers that are defined as any failure related to the user interface, the user documentation and aptitude to use the system. (2) The technology (TCH) triggers are related to defects that concern the software as well as the hardware platforms as information system components. (3) According to the authors, the IS architecture (ACH) triggers concern “different types of integration evolution, namely an evolution of integration among components of the system, among business functionalities, or an integration with systems outside of the company.” [3]; and finally (4) the Business-IS (Bs-IS) alignment triggers that “address the co-alignment between business and information systems” [3].

Table 3. Classification of system A’s SDs based on their trigger factors

<table>
<thead>
<tr>
<th></th>
<th>ACH</th>
<th>Bs-IS</th>
<th>TCH</th>
<th>U.F</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>13</td>
<td>23</td>
<td>21</td>
<td>33</td>
<td>90</td>
</tr>
<tr>
<td>Feb</td>
<td>13</td>
<td>9</td>
<td>18</td>
<td>14</td>
<td>54</td>
</tr>
<tr>
<td>March</td>
<td>15</td>
<td>26</td>
<td>25</td>
<td>43</td>
<td>109</td>
</tr>
<tr>
<td>April</td>
<td>27</td>
<td>26</td>
<td>13</td>
<td>19</td>
<td>85</td>
</tr>
<tr>
<td>May</td>
<td>4</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>29</td>
</tr>
<tr>
<td>June</td>
<td>9</td>
<td>2</td>
<td>19</td>
<td>11</td>
<td>41</td>
</tr>
<tr>
<td>July</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>Aug</td>
<td>1</td>
<td>4</td>
<td>9</td>
<td>13</td>
<td>27</td>
</tr>
<tr>
<td>Sept</td>
<td>15</td>
<td>8</td>
<td>8</td>
<td>22</td>
<td>53</td>
</tr>
<tr>
<td>Oct</td>
<td>16</td>
<td>4</td>
<td>9</td>
<td>10</td>
<td>39</td>
</tr>
<tr>
<td>Nov</td>
<td>23</td>
<td>19</td>
<td>18</td>
<td>23</td>
<td>83</td>
</tr>
<tr>
<td>Dec</td>
<td>5</td>
<td>10</td>
<td>12</td>
<td>18</td>
<td>45</td>
</tr>
<tr>
<td>Total</td>
<td>142</td>
<td>140</td>
<td>164</td>
<td>219</td>
<td>665</td>
</tr>
</tbody>
</table>

Subsequently, we grouped these results into a two-dimensional table (see Table 4). Each dimension represents the results obtained for each classification project.

Table 4. Two-dimensional classification of SDs of system A

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>C</th>
<th>Maj</th>
<th>Min</th>
<th>Inc</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACH</td>
<td>17</td>
<td>12</td>
<td>99</td>
<td>14</td>
<td>0</td>
<td>142</td>
</tr>
<tr>
<td>Bs-IS</td>
<td>24</td>
<td>21</td>
<td>66</td>
<td>28</td>
<td>1</td>
<td>140</td>
</tr>
<tr>
<td>TCH</td>
<td>19</td>
<td>30</td>
<td>87</td>
<td>27</td>
<td>1</td>
<td>164</td>
</tr>
<tr>
<td>U.F</td>
<td>15</td>
<td>21</td>
<td>70</td>
<td>100</td>
<td>13</td>
<td>219</td>
</tr>
<tr>
<td>Total</td>
<td>75</td>
<td>84</td>
<td>322</td>
<td>169</td>
<td>15</td>
<td>665</td>
</tr>
</tbody>
</table>
4 Discussion and Contribution

We analyzed the results threefold: the results of severity classification, followed by the results of EVOLIS and then we combined and analyzed both results together. First, the severity classification showed us that the top three high types of SDs are respectively the major type of SDs with 322 SDs, followed by the minor type with 169 and the critical type with 84 SDs (see Table 2). Second, the EVOLIS classification showed us that the top three groups of factors that trigger SDs are respectively the IS/users factors with 219, followed by the technology factors with 164 and then the factors related to the IS architecture and business-IS alignment (see Table 3). These last trigger groups have almost the same number of SDs: 142 SDs for the IS architecture and 140 SDs for the business-IS alignment SDs. Further, the analysis of both combined results showed us that technology triggers represent respectively 12%, 18% and 53% for blocking SDs, critical SDs and major SDs (see Fig. 1). In total, the technology triggers are responsible for 83% of the severe SDs. Similarly, the architecture triggers represent respectively 12%, 8% and 70% for blocking SDs, critical SDs and major SDs (see Fig. 1). The business-IS alignment represents respectively 17%, 15% and 47% for blocking SDs, critical SDs and major SDs. Finally, the IS/users triggers represent 20% of the total of severe SDs (see Fig. 1).

![Fig. 1. Trigger factors and severity of SDs of system A](image)
Analyzing these results separately did not give so much information to organize the SDs management. However, when we put them together, we found that some type of SDs trigger factors are the source of some specific severe groups of SDs. In fact, we observed that the majority of the inconsequential SDs are triggered by the IS/users fit factors.

This implies that the probability of an inconsequential SDs to be triggered by either the IS architecture, the business-IS alignment or the technology factors are very low or barely existent. Furthermore, we assigned weighting factors to each severity level according to their importance as followed (see Table 5):

Table 5. The weighting factors for the severity level.

<table>
<thead>
<tr>
<th>Severity level</th>
<th>Weighting factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blocking</td>
<td>40%</td>
</tr>
<tr>
<td>Critical</td>
<td>30%</td>
</tr>
<tr>
<td>Major</td>
<td>20%</td>
</tr>
<tr>
<td>Minor</td>
<td>8%</td>
</tr>
<tr>
<td>Inconsequential</td>
<td>2%</td>
</tr>
</tbody>
</table>

We then apply this weighted scoring model to our two-dimension table to calculate the weighted scores (W) for severe SDs per trigger factor (see Table 6).

Table 6. Severe SDs weighted score.

<table>
<thead>
<tr>
<th>Severe SD</th>
<th>Weight (W)</th>
<th>Bs-IS</th>
<th>W-Bs-IS</th>
<th>ACH</th>
<th>W-ARC</th>
<th>TCH</th>
<th>W-TCH</th>
<th>U.F</th>
<th>W-U.F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blocking</td>
<td>0.4</td>
<td>24</td>
<td>9.6</td>
<td>17</td>
<td>6.8</td>
<td>19</td>
<td>7.6</td>
<td>15</td>
<td>6</td>
</tr>
<tr>
<td>Critical</td>
<td>0.3</td>
<td>21</td>
<td>6.3</td>
<td>12</td>
<td>3.6</td>
<td>30</td>
<td>9</td>
<td>21</td>
<td>6.3</td>
</tr>
<tr>
<td>Major</td>
<td>0.2</td>
<td>66</td>
<td>13.2</td>
<td>99</td>
<td>19.8</td>
<td>87</td>
<td>17.4</td>
<td>70</td>
<td>14</td>
</tr>
<tr>
<td>Total</td>
<td>0.9</td>
<td>111</td>
<td>29.1</td>
<td>128</td>
<td>30.2</td>
<td>136</td>
<td>34</td>
<td>106</td>
<td>26.3</td>
</tr>
</tbody>
</table>

Looking at these results, we can conclude that the technology trigger factors, with the highest weighted score 34, are responsible for most of the severe SDs followed by the IS architecture factors, with 30 weighted score. Then the business-IS alignment, with 29.1, and finally the IS/users fit triggers, with 26.3 (see Fig. 2). We can also notice that there is a considerable gap between the number of SDs of the first two groups of triggers (IS architecture and technology and the last two of them (business-IS alignment and IS/User fit).
5 Conclusion

To the question of which groups of SDs triggers generate the most severe SDs, we answered that the technology triggers are at the head position with a total of 34 weighted score. In the second position is the IS architecture triggers which comes with 30.2 weighted score, and then followed by the business-IS alignment triggers with 29.1. The last position is occupied by the IS/users fit triggers with 26.3 weighted score of the total severe SDs analyzed. We also found that the majority of the defects triggered by IS/user factors are either minor or inconsequent types of SDs.

The results obtained from this study will help software managers to improve the management of SDs by allocating the SDs correction resources more accurately thus reduce the cost of managing SDs. In our future work, we will analyze other software systems and compare their results to the ones we obtained in this study. We will also investigate in depth this close relation between the first couple of trigger groups (IS architecture and technology) and the last couple of trigger groups (business-IS alignment and IS/users fit).
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Abstract. In recent years, blockchain technology has affected to a large extent all aspects of life, however, until now paper-based elections have been practiced. It is time to upgrade the election scenario using modern technology such as blockchain and advanced cryptography methods. Actually, both of Estonia and New South Wales have been using i-voting systems, but after developing an example software of their systems for the purpose of analysis, it is discovered that it has weaknesses against many kinds of attacks, such as malwares, network attacks, and servers attacks. The fact that the blockchain technology has demonstrated infinite immutability and resistance against hacking, so it is possible to use it to secure election results from fraud by saving every single piece of data, record or transaction with unchangeable history. By abandoning the traditional database and compensating it with two blockchains instead of one ensures voter/vote privacy, as well as, safeguards the results from manipulation. Also, using blockchain’s distributed network reduces the load on the network. Finally, solutions to problems of impersonation and vote selling are suggested. The technology behind the digital voting system design is explained in terms of the processes involved, such as ID creation, authentication, voting, and vote tallying.
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1 Introduction

Unsurprisingly, history is littered with examples of elections being manipulated in order to influence their outcome; scammers and rulers have developed means of manipulating elections to achieve purposes other than conducting democratic elections. Despite these concerns, in 2005, Estonia introduced an online election system to be the first country in the world to implement one. In the most recent elections, over 30% of participators cast their ballots online [1, 5]; over 280,000 votes were submitted through iVote in New South Wales; 70,090 Norwegian votes submitted online in 2013. However, security vulnerabilities, such as in voters’ client devices, servers and in voter authentication process, have been demonstrated by security analysis on these systems [12, 13].
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Previously, it has been difficult to achieve fair election without running the risk of fraud and manipulation of the results [11]. With the emergence of Bitcoin [6], many researchers on the blockchain technology and smart contracts suggested that it is a suitable basis for e-voting, furthermore, it could have the prospect to make e-voting more acceptable and reliable in the society [4]. Some papers have explored blockchain-based e-voting [20, 21] including now this paper.

Blockchain technology in recent years has attracted much attention, too, due to its extreme resistance against hacking. Fundamentally, blockchain uses the distribution principle (distributed replication, decentralization), therefore, there are many copies of the same identical data spread over many nodes, but none is the golden copy. Each of these nodes has a copy which gives us fast, secure and transparent peer-to-peer transfer of transactions [3]. Also, blockchain is not an isolated technology, but a mixture of cryptographies, mathematics, and algorithms that have been beautifully combined to complete one another. Eventually, most important advantages of using blockchain-based e-voting are: (i) anonymity, (ii) accuracy, and security particularly against DoS Attacks (Denial of Service Attacks) and (iii) strong integrity (immutability).

It is fundamental that a proposed e-voting scheme contributes to preventing any violation of voter-ballot anonymity, and absence of any possibility to manipulate the results. Some of the main vulnerabilities usually e-voting systems have faced are highlighted below as follows:

**Vote Privacy.** Voter’s choices must be anonymous (secret ballot). Non-observance of the secrecy of the ballot leads to attempts to influence the voter either by intimidation or potential vote buying.

**Identity Theft.** Impersonation and multiple vote casting were real issues in the past with traditional-based voting systems. Deceptive voters used to register themselves multiple times or manipulate their eligibility of voting. In Australia, 217 ineligible voters cast votes in 1996 elections, and in 2010 elections a family cast more than 150 votes by impersonating others. The security analysis of the Estonian Internet Voting System demonstrated that attackers can plant malware in the voter’s client and read the National-ID card’s PIN, then impersonate an eligible voter to cast an unqualified vote as they desire. In fact, due to the lack of biometric devices (online) electronic voting machines can allow identity theft. A biometric device would not be available in every home on the polling day, and, supplying such equipment for each house is very expensive and unpractical. Therefore, there must be a solution to overcome this issue.

**Immutability.** The biggest election concerns lie in the immunity of the electoral system from manipulation and counterfeiting [17].

### 1.1 Problem and Solution Approach

Privacy must be preserved in an electronic voting system to dispel the threats highlighted above. This paper proposes a novel e-voting architecture to properly facilitate...
digitalized elections maintaining vote and voter privacy while preventing fraud through employing firstly the blockchain technology to insure result immutability, secondly, through the RSA public-private key algorithm [2] to prevent identity theft.

The proposed voting scheme uses the blockchain technology to store the cast eIDs and votes, thus it can act as an immutable database. As usual, the current Web-based system uses Secure Hyper Text Transfer Protocol (HTTPS) yet there is need for a further configuration affected by the system administrators to secure the connection between the server and the clients’ computers, and thus preventing Logjam and Freak attacks. By disabling the support for TLS (Transport Layer Security) export cipher suites and using a 2048-bit Diffie-Hellman group, also disables other cipher suites that are known to be insecure and enable forward secrecy to obtain the required server immunity [14, 15].

Moreover, it is necessary to relinquish use of third-party server to read and verify votes by voters. Studies proved that it opens the door to different opportunities for privacy violations as in the cases of elections in Australia and some other countries. So, any kind of reading the vote or overriding it is prevented just as in traditional paper-based voting [16].

A major challenge in this work is allowing people to cast their votes right from their home, without the need of going to the polling stations. Usually, digital voting systems rely on the use of standalone electronic voting machines (EVM) which also perform user (voter) verification as well as the entire election process. In this proposal, we give up on such machines and allow the voters to use just an internet browser to cast ballots and votes.

Our design of the blockchain-based digital voting system is explained in terms of the processes involved, such as, voter logging in, digital ID creation, re-logging, Electoral Authority preparation, vote casting, and vote tallying.

2 Voter Authentication Process

Ballot casting process of a digital voting system requires the creation and signing of an electronic identity after a secure logging into the system, as described below.

2.1 The Access Authority

Assuming the country where a digital voting based election will be held has its own e-government where every single citizen is recorded and has his/her own individual private e-number. Therefore, it is possible to make the very first voter’s authentication stage via (TLS client authentication [19]) starting with asking the voter full name, National ID number, and e-number. Then, encrypting the requested information all together thus computing the resultant hash by the following equation.

\[
\text{Hash} = \text{Enc(eNumber + FullName + NIDNumber)}
\]

The computed hash is used in the browser cookie to identify a voter. Web applications that use cookies are known to be vulnerable to XSS (Cross-site Scripting)
Attacks [18], so voter’s privacy might be violated by unauthorized accesses. Using HTTPs protocol is insufficient, attacker can request a page with HTTP, so, the same cookie will be sent without any protection. So to overcome this issue, system pages must only be sent to HTTPS calls before starting the session; furthermore, browser should be configured not to allow access JavaScript into the session cookie.

2.2 Digital ID Card Creation

As the voters would identify themselves in the login step, they must have first created an electronic identification (eID), consisting of an ID and digital signature. “eID” is an electronic identification solution of citizen [7]. The idea behind creating digital ID card is to prove voter identity and to be verified by Electoral Authority’s Representative (EAR, more on this below) while using it as an identity in the voting processes.

In public-private key algorithm users need a set of two complementary keys; one of them is published for use by the public, and the other is kept secret by the individual for personal use. If information encryption is done by using the public key, so only the person who has the second prime of the key (private key) will be able to decode that information. On the other hand, if the person uses his private key to encrypt, anyone who has the public key can decrypt; this process also makes sure the signer (encryptor) is the owner of that key pair. Using public-private key algorithm provides full protection of the data from being modified (immutability), as well as authenticates the private key owner.

Creating a digital ID card is essential to generate the public-private key and use them to maintain vote privacy. This process composed of three steps is introduced below.

2.2.1 eID Generation

After voter logs into the system a public-private key set will be automatically established. The public key will be stored in the system, open to the public. The second key (private one) will be known and used only by the voter. Indeed, it must not fall into the hands of others, because someone might use it to impersonate the voter or use it for signature purposes. After that, some information about the person will be requested to be matched with the stored information in the system’s database, in order to verify the voter’s credibility. The requested information consists of the following fields:

1. Voter’s National Identification Number and its expiration date.
2. Three images of the voter, captured right from the system using a computer’s webcam. The first one of the voter himself. The second image of the first side of the voter’s personal identification card and the last image of the other side of the voter’s personal identification card.
3. Voter’s phone number.

However, voter’s personal identification card number is requested for the second time for confirmation purpose. In order not to depend on the availability of usable biometric devices (fingerprint, eyeprint), it is necessary to invoke another solution, such as these required images can be photographed, encrypted and stored in the database. Clearly, these will prove that the voter has created own electronic identity.
Voter’s phone number will be used in the process of the time-based one-time password. It will be used while logging into the system, also in every process after that including casting a vote, to verify voter’s identity. Finally, all the requested fields are combined and encrypted with the voter’s public key to obtain verifiable eID hash.

\[
eID = \text{RSA.Enc}(\text{Voter’s Public Key}, \{\text{FullName} + \text{IDNumber} + \text{IDExpirationDate} + \text{Images} + \text{PhoneNumber}\})
\]

Voter will create a unique signature by using his private key, allowing others to check the validity of the signature using his public key for any purpose of verification [8]. The signature will be used to sign the ballot by the voter to prove ownership of the private key without requiring to reveal it (Fig. 1).

\[
\text{Signature} = \text{Sign} (\text{Voter’s Private Key}, \text{eID})
\]

### 2.3 Re-login

It will be possible to keep the election system open to the public some number of days before the election in order to allow voters to enter and establish their eIDs. In this way, the Electoral Authority representatives will have enough time to correct voter data if there will be any mistakes. Meanwhile, voters will get familiar with the election system and check whether someone else used their data to create eID. If so they can inform the Electoral Authority representatives to receive necessary assistance. Even after establishing the eID, attackers who can hack the eID of an eligible voter and change the phone number to redirect the privileges to his favor will be exposed. The moment that voters try to log into the system for the second time, their eID will be corrupted, due to the fact that his data has been changed, thus they can easily report to EAR immediately. As the voter successfully completes establishing his/her eID, he can log out of the system, and re-login during the polling day in order to vote.

Protecting voter data from being used by others must be given serious consideration; time-based one-time password algorithm [9] may be used to preclude this issue. In the time-based passwords, time synchronization is very important, a secret key and a
timestamp will be defined, and everything will be synchronized via a standard protocol such as network time protocol. Once the password token will be created, it can be used in a limited duration just to ensure that the voter is using his own data in the login process, or the ongoing operation is within his knowledge, because he is the one who receives the verification code on his phone.

Once voter logs into the system for the second time in order to vote, the system will check whether his electronic identity has been successfully established or not. In case that everything has been done in a proper order, the voter will receive a time-based verification code on his phone. The code could last for two minutes. Also, the voter must confirm his identity using his own private key.

2.4 Summary

So far we highlighted the use of the eID and electronic signature instead of relying on the database management system’s self-created IDs to increase the e-voting system’s security level. Now, let us summarize accomplishments of this approach highlighted in this section as follows:

- Obligating the voters to capture photos of themselves and their ID cards is part of the system’s processes. These images allow the EAR to verify whether the voters have established their own eID or there are impersonations, especially the impersonating a deceased people. These will be converted to bits format, encrypted and stored in the database. In addition, it will be part of the eID hash, so it will be impossible to decrypt, change or manipulate images.
- Nowadays almost every individual has his own cell phone, which gives us the possibility to use it to secure the voters’ data from getting exposed. Otherwise, supposing that we did not use the time-based verification code method, and someone’s private key got exposed anyone who has the private key and the individual’s information can re-login into the system and cast a vote as he desires. That is why the verification code is used to add another level of protection. Even though an individual’s information and the private key could fall in other’s hand, they will not be able to open the system unless the verification code can be received in time.

3 Voting, Verification and Tallying Process

Basically, in any election employing secret ballot-open counting, the following points must be considered: (1) Vote by secret ballot: a vote’s originator must be unknown. More clearly, the voter’s ballot shall not be violated by anyone anyhow, which means it must be completely concealed whether it is directed to a candidate or it is null. (2) The voters must be marked in the electoral registry that they voted to prevent duplicate voting or cheating and to allow only the legitimate voters to cast a ballot. (3) Open counting: the outcome of the election should be determined by an open verifiable counting of the votes.

Unlike the Bitcoin [19], which uses a single public blockchain, the proposed digital voting system will use two private/permissioned blockchains: Let’s call the first
blockchain as BL-v, the voters’ identities and the second one as BL-b, the encrypted ballots. The use of permissioned blockchain limits the parties who can read the information, also, restricting the nodes and separating it in different locations around the country. Address generation, transaction creation, block creation and vote tallying processes are described below.

- **Addresses.** Every transaction requires candidates’ new addresses in order to keep the vote-voter anonymity every single time voter cast a vote [10]. The generated address will be specified by the recipient to receive the vote credit.

  Sending a checksum with an address permits to verify that address was not manipulated. In addition, preventing any possibility of a Men-In-The-Middle Attack by making the communications between voter and candidate going through a secure channel using a handshake protocol, as illustrated in Fig. 2.

- **Transactions and Blocks.** At this stage, voters’ identity must be registered once and their votes should remain anonymous. To achieve this, the identity will be stored in the BL-b blockchain, and his vote in the BL-v blockchain. As mentioned previously, a voter can vote as many times as long as his first vote is registered and counted only. So the voter will cast a transaction containing his eID and the recipient’s address encrypted and signed by his own public key. Then post it to the BL-b. Once the BL-b block is successfully created the recipient’s address will be decrypted by the voter and encrypted again with the recipient’s public key to create a BL-v transaction. Eventually, the transaction will be posted with the one value credit to the BL-v, as illustrated in Fig. 3.

- **Vote Tallying.** Vote tallying will be one of the responsibilities of the Electoral Authority Representative for that constituency. EARs are (virtual agent) persons or institutions permissioned by the network and directed by the state to perform audit and certification of the votes/voters. An EAR could be assigned for every polling station, or even one per district.

  Candidates/parties will get a summary ballot tallying just the votes received; furthermore, it will be fully controlled by the EARs. That is how the vote tallying will
happen automatically. EAR will verify both of the blockchains, also counting or listing all voters thus verifying who did cast his vote and who did not.

4 Threat Model

Maintaining sufficient security of the e-voting paradigm requires overcoming many difficult problems in cybersecurity, especially, with existing technology, a smallest lapse can affect the election result’s integrity. Undesirable experiences in different places around the world (New South Wales, Estonia, India, etc.) in real-world have come up in online voting examples which demonstrated many security issues. There are many kinds of attackers (foreign countries, deceptive voters, funded criminals, etc.) who demonstrated realistic threats; many of these threats must be taken as an example while designing or setting online voting. Let’s identify some potential attacks and any exposures that might exist to highlight the way to avoid and overcome it.

4.1 Cross-Site Scripting (XSS)

XSS vulnerabilities are a type of injection, simply attacker who can exploit an XSS attack could gain the ability to act as the victim. Moreover, both the voter and the vulnerable system, often will not be aware of the attack. Using the well-known practices below all together considered as a great way to defeat the majority of XSS vulnerabilities [23]. Let’s outline these methods below:
Escaping. Escaping data means insuring that the data is secure before rendering it to the end user. So escaping user input and key characters prevent received data from being interpreted in any malicious way.

Validating Input. Input validation prevents voters from inserting any special characters, instead of rejecting the request.

Sanitizing. Assuring the input data will not do any harm to users and database by cleaning the data from any potentially harmful markup, moreover, changing untrusted user inputs to an acceptable format.

4.2 FREAK Attack

The SSL/TLS vulnerability (Factoring Attack on RSA-Export Keys) may allow attackers to decrypt secure communications between vulnerable clients and servers (intercept HTTPS connections) and force them to use older and weaker encryption, also known as the export-grade key or 512-bit RSA keys [24]. Let’s highlight the necessary precautions against the Freak attack by:

- Disable the support for TLS export cipher suites,
- Disable the support for insecure known ciphers (not only RSA export ciphers),
- Disable support for ciphers with 40- and 56-bit encryption,
- Enable forward secrecy.

4.3 Malwares

Malicious attackers who tend to manipulate systems to have more access by promoting their privileges, can install Trojans or backdoors by using pre-existing botnets and target a specific country or region [22]. In this case, it would be easy for them to fully control data of the infected voters’ computers.

Voters must be very careful and familiar with the computer protection instructions to be able to protect their own computer. Some of the common critical steps to protect voters’ computers are being highlighted below:

- Installing firewall.
- Installing security software from a reliable company.
- Setting the operating system and the web browser to update automatically.
- Making sure that the web browser’s security setting is high enough to detect unauthorized downloads.

5 Conclusion

This paper proposes a novel e-voting architecture to properly facilitate digitalized elections maintaining vote and voter privacy while preventing fraud. The key processes of the architecture, namely, voter ID creation, voting, vote verification and vote tallying are introduced in introducing the logical design of the digital voting system. The key
technologies used in affecting such results are the distributed ledger of Bitcoin, namely the blockchain technology, and RSA public-private key system. Moreover, finding some solutions to overcoming many server- and client-side attacks faced by earlier elections was indicated.

Fundamentally, the blockchain technology’s ledger decentralization and blocks serialization provide great tools against results manipulation. So, using the proposed blockchain based architecture leads to achieve sound and fair election. Let’s not forget the issue of impersonation. By deliberately opening the system some time before the election, voters will be allowed to establish their identity. If there is any impersonation, it will be discovered. Also, eID’s legitimate owner only will be able to use it due to the time-critical one-time password algorithm.

Furthermore, an effective approach proposed to address the issue of vote-selling by making vote vendors unreliable is one of the most important solutions to this structure. Several ways and possibilities allow a candidate/party to buy a voter’s ballot. Firstly, by taking all login information of the voter and login into the system in his place during the polling day and casting vote. Secondly, asking a voter to attend a specific place and make him cast his vote for them remotely. Thirdly, a voter can be asked to video himself during the voting process. Our proposed approach involves allowing voters to cast a vote unlimited times, with respect the first vote cast will be accepted due to the fact that the structure of the blockchain in itself prevents double voting.

It should be noted that the proposed scheme permits absentee ballot due to its web-based nature allowing remote vote casting; however mail-in ballot (postal vote) and proxy voting are not permitted. The identified approach involves tradeoffs and may not be suitable for all. Some citizens, especially older ones, may not be able to cope with the complexity of digital voting: eID creation, PKI use, or even using a browser. It can be solved by posting guidance videos or preparing help centers to guide voters who have difficulty following the voting procedures. As a stop-gap measure, postal and proxy vote may be authorized in advance in certain exceptional cases, such as inability and incapacity to reach the polling station.
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Abstract. The evolution of information and communication technology and the exponential growth of the Internet are been accompanied by the spread of malware, being currently one of the most serious security threats on the Internet. Today, given the technological power of a device connected to the Internet, where a large amount of confidential information is stored and, in many cases, without a security standard in relation to this information; it should be keep in mind that as new assistive technologies emerge, there are individuals or organizations that attempt to infiltrate each of these devices to obtain unethical information or confidential data to carry out a particular attack, one of the main threats is the botnets. This article aims to analyze the botnets forms of propagation within a network, violating the security measures implemented and advanced protection solutions.
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1 Introduction

Since the beginning of the Internet in the late 1960s, when the number of linked sites was reduced, through the 1990s when 1 billion people connected to the Internet with their desktops and laptops, and by the first decade of the 21st century, where more than 2 billion people connected to the Internet through their phones cell phones, and Cisco Systems has predicted that 25 billion things will be connected to the Internet and to each other in 2015, being this number in 2020 50 billion [1, 2].

The information and communication technologies innovation is happening at fast speed. Wireless technologies, sensor networks, smart networking, wearable’s, accompanied by the growth of the Internet and the diffusion of its uses, are creating new sources of business value [3] and have brought numerous challenges for the protection of privacy, data integrity and security. The Internet has become an integral part of our lives, supporting a huge range of services, such as commerce, administration, health care, and banking, administration, from being just an information access tool to becoming a platform for disseminating opinions, sharing personal facts, socializing and working [4]. Among the various security challenges, one of the biggest
threats is malware, an application with a variety of malicious behavior that endangers user data and can compromise infected computers.

Today the Internet attacks have undergone a remarkable transformation, while some time ago they focused on affecting the availability of infrastructure and services, today they also target people and organizations. Behind these new attacks there are compromised hosts, located in homes, schools, private and governmental organizations, that are infected with a bot that communicates with a controller and other bots that form what is commonly known as botnet [5]. There are several ways of propagation and control of botnets, which continue to increase their characteristics in order to avoid being detected by those affected. Malware nowadays seeks to be smarter and more careful in collecting information by camouflaging itself in the form of legitimate software in order to avoid the defense mechanisms that exist in today’s systems. Based on this problem, several techniques are also used to detect botnets based on their behavior and traffic with the help of genetic algorithms.

This article contemplates background information on botnets, the means of propagation and control that are carried out on them and continuing with some ways to mitigate the latent danger to which the organizational networks are exposed on a daily basis and culminating with the conclusions of the work exposed.

2 Malicious Software

Based on the results of recent studies, that point to malware as being responsible for a significant portion of current cyber-security incidents. Malware is considered to be any program capable of causing damage to a user, computer or computer network, which can take various forms [6]. Malware is a malicious program used to violate system security policy with respect to the CIA triad (confidentiality, integrity, and data availability) [7, 8]. Malware is categorized into different types: Virus, Trojan, Warm, Spyware, Flooders, Drive by Download, Adware, Spammers, Keylogger, Backdoor, Rootkit and Bot/Botnet, according to how to impose threats to the system. We turn to a brief description of each type of malware [8, 9]:

- **Virus**: This variant is replicated whenever it is run looking to infect other machines or executable programs. Its propagation is made from machine to machine, leaving new infections as it spreads through executable files infected.
- **Trojan**: Program that acts discreetly, masquerading as a legitimate program in order to bypass the security mechanisms of the target machine. It can be used to obtain potentially relevant information contained in infected system files.
- **Warm**: Worms are able to operate independently, spreading to other computers or computer networks by exploiting vulnerabilities in those systems. The active demand for new machines and systems that can be compromised is the characteristic that best defines this variant, serving the already compromised systems as platforms for disseminating new infections.
- **Spyware**: Software used for the collection of information, from keystrokes, screen data, network traffic, webcams, among others. The information collected is then sent
to the malicious agent. This program is normally installed without the knowledge of the user, allowing the discreet collection of the information.

- **Flooders**: Used to generate considerable traffic volumes, aiming client denial of service (DoS) of the target system.

- **Drive by Download**: Attack used by code inserted in vulnerable web pages, aiming to attack the client of the system that accesses these pages.

- **Adware**: Malware type less evasive, but perhaps more profitable. The main function is the dissemination of various types of publicity, through its integration into programs. Advertising is presented in the form of banners, pop-up windows, web pages, email messages among other services available in the Internet.

- **Spammers**: Used to send abusive volumes of unwanted email. They can be installed on previously compromised machines in order to use them in sending unwanted email. Similar to Adware is a type of malware that can be very lucrative considering that the attackers are, in many cases paid by entities interested in disclose their products or services.

- **Keylogger**: It registers all the keystrokes of a infected machine, and the collected information can be stored locally or sent remotely to the malicious agent.

- **Backdoor**: Any mechanism that allows unauthorized access to features of that same program or system, and is not subject to any security procedures. Although commonly used by programmers for testing, this feature can be exploited so that a malicious agent guarantees unauthorized remote access to a machine. In other cases, it assumes the malicious code function installed on a victim’s computer, in order for the attacker to remotely access the compromised system.

- **Rootkit**: Set of tools used by the attacker after having secured privileged access to a system. Privileged access gives the attacker complete control of the system’s features, allowing it to change files, monitor processes, network traffic. These tools have the capacity to make changes in the infected system in order to circumvent the security mechanisms of the same system. They may contain other types of malware such as backdoors, in order to grant remote attacker access.

- **Bot/Botnet**: Program present in an infected machine that can be used to execute attacks on other machines. Usually these bots are part of a network, sometimes on a global scale of infected computers called botnet. Infected computers (zombies) are controlled by cybercriminals (botmasters). After being infected, the machines are often used to spread spam, distributed DoS attacks, among others.

Innumerable computer systems dispersed around the world are infected with several classes of malware, being one of the biggest threats the botnets. Despite the existence of antivirus software, intrusion detection and prevention systems, firewalls, etc., threats resulting from malicious software persist and continue to grow, finding new ways to evade defense mechanisms.
3 Botnets

Many computer systems scattered around the world are infected with several classes of malware. Despite the existence of various security techniques operated through firewalls, antivirus software, intrusion detection and prevention systems, and others; the threats resulting from malicious software persists and continues to grow, finding new ways to bypass the mechanisms of defense.

Is known a large variety of malwares, and among them are bot malwares that are used to raise botnets. These refer to a distributed set of computers and/or mobile devices controlled by an attacker to perform coordinated attacks [5].

One of the modern types of threats to the security of computer systems is the botnet. Botnet is a collection of robot software that works on host computers, autonomously and automatically, controlled remotely by one or more intruders.

Botnets are a complex and constantly evolving challenge that affects user confidence and Internet security. The fight against botnets requires cross-border and multidisciplinary collaboration, innovative technical approaches and the widespread deployment of mitigation measures that respect the fundamental principles of the Internet. The name “bot” stands for robot and “net” is the abbreviation for network, it is a robot that will perform its actions on the network through commands sent remotely by the network controller [10].

Among the components of the botnet we have: Bot (software installed on the victim’s machine capable of performing a set of actions, usually malicious); Victim machine (machine infected by bot); Botmaster (user who has control of the network; and Command and Control (C & C) center (the means by which the botmaster sends the commands to the bots). Thus, the botnet is a bot managed by the botmaster through the command and control center, as shown in Fig. 1.

![Botnet network components](image)

Fig. 1. Botnet network components.

Botnets once inside the target network will facilitate several types of attacks, such as [11–13]: gathering information; distributed denial of service attack (DDoS);
spamming; sniffing traffic; malware repository; anonymity; illegal content; installation of Add-ons; etc. (see Table 1).

<table>
<thead>
<tr>
<th>Types of attacks</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gathering information</td>
<td>Some bots have the ability to capture keys typed on the keyboard, points on the screen when mouse clicks, files, network traffic, and stored data. This ability can be used to capture information about bank cards, commercial strategies of large companies, documents of high level of secrecy, among others</td>
</tr>
<tr>
<td>DDoS</td>
<td>Botnets are used to launch denial-of-service attacks that can stop a target service or server. As the name indicates causes inaccessibility to a service by the original users. This attack commonly causes loss of connectivity due to excessive consumption of bandwidth or overload of internal resources of the sabotaged network</td>
</tr>
<tr>
<td>Spamming</td>
<td>Action that allows send spam to a set of electronic addresses, with the purpose of disseminates fraudulent or veracious (advertising) information. In this way, bots that have the ability to be introduced by a generic proxy over TCP/IP based networks to an infected machine arise, to an infected machine, and then proceed to use it to relay spam</td>
</tr>
<tr>
<td>Sniffing traffic</td>
<td>Use a sniffer of packages to see the data in clear and seize sensitive information such as users and passwords</td>
</tr>
<tr>
<td>Malware repository</td>
<td>Botnet controllers need resources to keep tools available. To this end, some machines are used as repositories (client bots). Placing these tools on multiple machines ensures botnet availability</td>
</tr>
<tr>
<td>Anonymity</td>
<td>When multiple machines around the world are used as bridges to access a compromised host, it is very difficult to perform a trace and identify the actual botmaster or intruder</td>
</tr>
<tr>
<td>Illegal content</td>
<td>Botnets can be used for illegal content storage such as files, documents, credit card numbers, and pornography</td>
</tr>
<tr>
<td>Add-ons installation</td>
<td>Creating a fake website with advertising and signing up for companies that pay for clicks on advertising is usually a great source of income for attackers. With the help of a botnet, these clicks can be automated so that a few thousand bots click on the advertisements</td>
</tr>
</tbody>
</table>

The life cycle of a Botnet is presented in five phases (Fig. 2). It begins with the Initial infection phase (1) in which the attacker seeks vulnerabilities in the technological equipment of a subnet to infect it, after this act the secondary injection phase (2) is executed in which a Shell (Script) is executed, and includes a bot executable in binary and installs itself. Continues the connection phase (3) in which a direct connection is established to be manipulated by the BotMaster, using the C & C so that the bots receive orders to be executed and culminating with the maintenance and update phase (5) in which it orders the bots to download updates or expand to other C & C equipment to avoid being detected by the security methods of said subnet [14, 15].
should be noted that in phase (4) the malicious activities can be as wide-ranging as the types of attacks presented in Table 1.

![Botnet life cycle diagram](image)

**Fig. 2.** Botnet life cycle (adapted from [15]).

Phases (3) and (5) are the most vulnerable and therefore the most important for detection schemes. If the botnet reaches stage (4), the detection scheme has failed and the cyber defense system must act at the next stage, which is the treatment (detection, mitigation, protection) of malicious actions [14].

### 4 Advanced Malware Protection

Currently, malware seeks to be more intelligent and judicious in collecting information, which allows a form of readable software to be used in the current systems. We are facing a hunting game with the usual two players, attackers and defenders. Attackers have increasingly irreverent and intelligent forms of attack that allow them to control systems; and defenders in turn have to innovate and upgrade systems to protect
resources in the event of an attack. In this context, systems are hostage to the detection and mitigation of botnets strategies to prevent cybercrime, avoiding reaching a stage in which it is impossible to control [14].

The most recent cases of ransomware prove that even the most protected infrastructures are not safe from this type of threats increasingly capable of deceiving the defence mechanisms implemented. Then, the detection of new-generation malware and its mitigation, in the current context of threats increasingly sophisticated and intelligent, imposes new forms of defence in a species of cat-mouse hunting; being imperative the implementation of new defence’s mechanisms, that enable Advanced Malware Protection (AMP) [16–18]. Nowadays there are several solutions of AMP developed by different manufacturers but with similar objectives and functionalities, as is the case: Palo Alto WildFire Networks; Cisco AMP; and FireEye Network Security.

The focus of this paper is the Cisco Advanced Malware Protection (AMP) platform. Cisco AMP is a security solution that analyzes the entire lifecycle of an advanced malware threat that not only prevents against intruders but also ensures the visibility needed to detect and mitigate them, and ensures protection across the spectrum of infection before, during and after a malware infection [19]. Prior to an attack, AMP uses the intelligence platform of the Cisco Talos Security Intelligence and Research Group and Threat Grid team, strengthening the system’s defences against known or emerging threats. During an attack, the AMP uses known file signatures and the Cisco Threat Grid malware dynamic scanning technology. Identifies and blocks files that violate previously defined policies, attempts to exploit vulnerabilities, and malicious files that attempt to infiltrate the network. After an attack, or after the initial analysis of a file, AMP goes beyond real-time detection by continually monitoring and analysing all traffic and file activity, looking for possible indicators of malicious behaviour, regardless of the classification initially given to files. The AMP alerts the incident response team whenever it detects that a file, initially classified as clean or unknown, begins to display suspicious or malicious behaviour [19]. Cisco argues that most anti-malware solutions in network infrastructures and systems only inspect the files at your point of entry. The sophistication of malware allows them to bypass defence mechanisms. Techniques such as polymorphism, ciphering, or the use of unknown protocols are taken as forms adopted by malware to go unnoticed upon entry into a network. Cisco’s AMP solution ensures continuous file and network traffic monitoring, even after initial inspection [20].

5 Conclusions

Currently, computer networks have been affected by various types of computer attacks, which leave their machines infected acting in an automated and unconscious way on the part of the users, forming what is called by Botnet.

Given the variety of network communication platforms, their potential vulnerability and the degree of sophistication of new malware threats, it is imperative that every organization have a more effective security strategy. This strategy should take into account the acquisition and use of recent and sophisticated technologies in order to combat threats and ensure the effectiveness of the defence system.
Nowadays there are several solutions like Cisco AMP developed by different manufacturers but with similar objectives and functionalities. It can be concluded that a platform such as Cisco AMP should not be considered as a substitute for all other existing technologies, but rather as a security complement to the threat of specific malware. These types of solutions are the best option for detecting and mitigating advanced evasion techniques.
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Abstract. Nowadays, the way in which human interactions are developed has been altered due to the diverse technologies available in the society. The Internet and social networks constitute tools that foster the development of human dimensions, the social and technological. Digital platforms promote social relationships by creating virtual spaces where the human interaction overcomes barriers such as time, distance, language and other variable that could limit communication. There are websites that ease the search for a person who matches criteria or parameters determined by the user; otherwise, finding an ideal match in the real-life situation would not be that simple. This work aims to describe the risks, threats and opportunities involved in the use of digital platforms, as well as the security mechanism that minimize the risks which the users are exposed to. Moreover, it analyzes the success or failure of the affective relationships established through digital means. Overall, the social interaction factors are described from the technological and cultural perspectives which boost that interaction in virtual spaces.
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1 Introduction

The current society encourages the use of information and communication technology as fundamental tools to interact through the web [1]. From that, it could be said that the use of technology has let to deal with the boundaries of time and space by creating complex environments, where people can interact in the virtual world with others regardless of their geographical location. The omnipresence, the functionality, the transcendence and the potentiality of the Information and communication technologies (ICTs) make them powerful instruments, which if utilized with a bad intention, could highly affect the life of people, especially, the ones’ who are frequent users in the denominated online dating sites [2]. The great number of users in social networking sites, particularly, in websites that offer the service to find an ideal match to date or to
set a sort of affective relationship lets this situation become a social phenomena that generates interest in the context of research due to the numerous threats and opportunities for the users. Among the opportunities that could exist, there is the emergence of successful affective relationships from friendship and professional relations, to even, romantic ones. This questions if it is the social network which exerts influence or if there are other factors implied, such as social, cultural, economic, or user’s personality traits and gender [3]. Developing interpersonal relationships online exposes the users to threats and risks existing in the Internet, especially in these websites. The most palpable threat is related to the access to unreliable information, especially, fake user profiles, fraud, lose of personal data, and even the possibility of being victims of human trafficking [4].

For the reasons mentioned above, this study presents an analysis of websites from technological and cultural perspectives in order to attempt to understand the factors that motivate their usage. For that, statistical data about online affective relationships index, the quantity of female and male users registered in these sites, and interviews addressed to users who have positive and negative experiences in their use.

2 Interaction in Social Virtual Spaces

In the virtual world, the users look for keeping in touch with a group of people through the interaction by messages and distribution of personal information. In this way, the social networking produces a debate regarding to the relation of the data privacy, the risks and the opportunities that are immersed in this type of relations, the addiction of keeping interconnected to known people and strangers, the proper use of free time, among others [3]. Consequently, the virtual spaces are means established in different contexts which aim the social interaction through the use of a digital platform. Because of that, it is set up a dynamic exchange among people, groups, and institutions that are related due to affective ties such as friendship, family, ideas, hobbies, religions, work relations, and others [5]. Additionally, they comprise an open system, in continuing construction, which involve people who feel identified with the same needs and problems, and their principles are to create, share, and collaborate in the virtual world [6]. It is important to determine the aspects that promotes the use of virtual spaces between a group of people who preten to establish affective relationships through the registration of a profile in a website. This information eases that different users have access or see the profile of one or various people according to the criteria of search set up [7].

2.1 Virtual Spaces and the Factors of Social Interaction

This paper describes two factors which nurture the social interaction in virtual environments, particularly in the social network sites. Also, it analyzes the technological component that determines the innovation and the ease of use of websites; and the cultural component that entails the level of social acceptance in the use of online dating websites without resulting in prejudice.
2.1.1 Technological Factor
The advances in technology and the evolution of the Internet have created new trends from the web 1.0, web 2.0 and web 3.0 that together let the creation of new websites which incorporate diverse elements to facilitate users’ interaction, the center of information and content generator [8]. The ICTs become the transversal axis for socio-technological development, which, in turn, promotes the creation of virtual spaces where participation and interaction with other people is carried out from anywhere in the real world [9].

2.1.2 Cultural Factor
A virtual space simplifies access to the information available on the web. These virtual spaces allow to meet up and get to know individuals thanks to the information that is collected about them, which is stored in the user’s profile [10]. In today’s society, it is common that people interact with other human groups through virtual environments. In this sense, multiple studies have been conducted with the intention of analyzing the links between people, family groups, organizations and even social groups in different cities or countries [11]. Currently, online dating is accepted and increasingly more frequent. There are multiple websites that provide this service to users around the world, making online dating sites a very lucrative business and their industry growth exponential in recent years.

The question is: why do people prefer to interact in virtual spaces in order to establish emotional relationships? To try to answer this question, it is required to mention that it is known that today’s society has undergone great changes by integrating ICTs in the development of their daily activities. This has generated different patterns of behavior and lifestyles. Among the variables that define participation in these virtual spaces, there is the time available for men and women to interact with people in their real environment. People spend a large part of their time working and academic activities, so their free time is diminished and also, the possibility of finding partners. In this context, various companies have taken advantage of this situation and with the help of ICT’s, multiple digital platforms have been implemented to satisfy this need that is increasingly common in society.

2.2 Risks and Threats Existing in the Use of Virtual Spaces
The use of technological platforms and mainly social networks that foster social interaction in Internet-based spaces and the distribution of personal information of the user becomes a latent threat in relation to data privacy [12]. The criminals take advantage of the technologies and technify their methods of search and selection of potential victims. In most of cases, they utilize social networks, notably, the online platforms for seeking a spouse. These virtual spaces are often used as the first means of contact with their victims. The highest-level risks are human trafficking, kidnapping, rape, blackmail, identity theft, sexual harassment, pornography, fraudulent appropriation of personal data, among others. In this context, the users of these virtual media are exposed to threatening and dangerous situations for their physical and mental integrity [13].
In order to promote social interaction, the technological platforms, defined in this work as virtual spaces, make easier that the user communicate and share information based on the profile that is exposed in the cybernetic community [14]. In a first approximation, it is shown that the main reason to employ these online platforms correspond to the lack of time that people in the real world have to communicate or establish relationships with other people. In this group, there are users whose intentions to create affective bonds are real [15].

Other variables are related to crimes that can be explained from a social, economic and cultural context that the offender lives in his real life. For example, armed conflicts in different parts of the world, food shortages, poverty, insecurity among other aspects, promote migration and for many people these virtual spaces are ideal means to convince users to get out of their hometown.

There are also cases related to organizations whose aim is to attract mainly women to be recruited voluntarily and involuntarily for the purpose of sexual exploitation in forms of pornography, sex tourism, among others. Finally, there are users who simply find themselves in these media to satisfy their curiosities that can range from a simple conversation to an interaction of a sexual nature that is often related to psychological problems framed in hobbies or game addictions, morbid curiosity and sexual fantasies.

According to the scenario described above, it is necessary to ask: Why do people prefer to establish affective relationships through virtual spaces with respect to other forms of interaction and social communication? How is the information published in these virtual spaces used? What effects are evidenced in the behavior of people who use these means to date a person? Those are some of the questions that must be addressed to establish patterns of behavior and criteria about the different mechanisms of computer security that could be applied in these digital environments that are increasingly used by society.

2.3 Opportunities Existing in the Use of Virtual Spaces

The development of social networks and specifically the virtual platforms for seeking love took place around the year 2004. At present, it is a worldwide phenomenon within social networks due to their large number of active members. It is considered one of the virtual spaces whose community of users generates a large amount of Internet traffic. These platforms allow people to create profiles, share photos and videos, chat, send and receive messages and update information. Their interactive nature made these virtual spaces become a mechanism to establish affective relationships [16]. In other research, it is mentioned that social networks facilitate the creation of affective and emotional ties through visual, auditory and textual resources, such as: photos, videos and audios that allow a user’s profile to be described in more detail. Therefore, it is imperative to use technology to articulate multiple communicative elements that in turn allow the construction of codes of emotional and affective exchange [17].

In the interviews made to members of the cybernetic community, they indicate that the messages that are sent and received through these platforms are from a simple “hello” to messages of sexual, religious and economic connotation that aims to attract the person that has matched the search criteria of a particular user. In this sense, virtual spaces promote dialogue and expression of ideas and thoughts freely and voluntarily.
among its members. That is, the development of social skills is encouraged through communication and group interaction.

Another group of users mentioned that after generating the first contact and maintaining it for some time it is possible to create ties of empathy and friendship, which although it does not end in an affective relationship, it was likely that another type of communication, including professional communication, can be established.

2.4 Security Mechanisms to Reduce the Risks Existing in the Use of Virtual Spaces

As mentioned, in relation to the use of virtual spaces, there are various computer and non-computer risks to which users are exposed during their interaction, mainly in social networks. This constitutes a latent threat that can affect users’ physical and emotional integrity. To try to reduce this exposure, computer security controls should be implemented to filter the contents and websites to which users will have access, as well as controls on the privacy of data and the authenticity of the website [18]. Here are some of the mechanisms that can be used as controls to ensure user information:

- Avoid downloading multimedia information such as photos, videos or music. As well as, clicking on links that redirect to emails, social networks, or instant messaging programs that do not come from a legitimate user if that type of information has not been requested. This action is required for preventing the installation and execution of hidden programs that can take control of the electronic device;
- Evaluate periodically the security settings of the computer. The objective is to detect possible flaws in the configuration of the firewall, verify the updates of the antivirus and the operating system, among other aspects;
- Verify the security certificate of the website in order to verify the legitimacy of the site and the use of data encryption;
- Verify user data within the website. Contact website administrators through contact emails to report suspicious behavior, or to validate information of registered users at those sites;
- Do not deliver confidential personal information such as address, telephone numbers, financial information, family information, etc. To contact people whose real origin and intentions are not yet known, it is advisable to use electronic addresses created exclusively for this purpose.

The mechanisms described above can be applied as security controls that, although they do not eliminate the threat, try to reduce the security risk [19]. The main objective is to ensure user data to avoid exposing the own real information. In this sense, it is essential that the user be aware of the type of information provided in social networks during their interaction in the virtual space [20].
3 Digital Platforms for Social Interaction

Nowadays, one of the technological trends that has modified the social behavior of people are the so-called online dating sites. In this study, they are defined as virtual spaces for social interaction whose purpose is to help establish affective relationships between men and women. The factors that help explain this type of social interaction are mainly related to the personality of the users, which is observed through the profiles registered on the websites. Additionally, this industry is in constant growth generating great economic gains from the use and registration in these websites.

In the process of virtual interaction, there are multiple variables that are correlated through the personality characteristics, likes and preferences described in the profiles of each user and organized according to the objective to be achieved on the website [21], like searching for penpals, face-to-face friendship, romance-dating and even marriage. This information is necessary to increase the effectiveness of the search algorithms implemented by the websites. The results are obtained from the likes and preferences defined in the user’s profile, which is taken as a basis to present potential partners, which is reflected in a liberal logic of choice [22].

In the virtual space, there are around 150 websites that provide the online dating service. Some are free and others accept the payment of memberships that allow you to upgrade to better search results and access more services, mainly online chat and message delivery. In Table 1, some of the websites that have a greater presence in virtual environments are shown.

<table>
<thead>
<tr>
<th>Website</th>
<th>Year of creation</th>
<th>Active users</th>
<th>Origin of user</th>
<th>Average age</th>
</tr>
</thead>
<tbody>
<tr>
<td>eDarling</td>
<td>2008</td>
<td>More than 14</td>
<td>USA Spain</td>
<td>35 and 55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>millions</td>
<td></td>
<td>years</td>
</tr>
<tr>
<td>Meetic</td>
<td>2001</td>
<td>More than 30</td>
<td>Europe</td>
<td>25 and 65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>millions</td>
<td></td>
<td>years</td>
</tr>
<tr>
<td>Latin american cupid</td>
<td>2000</td>
<td>More than 3</td>
<td>North America South America Europe</td>
<td>25 and 60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>millions</td>
<td>Asia Pacific Middle East</td>
<td>years</td>
</tr>
<tr>
<td>Badoo</td>
<td>2006</td>
<td>More than 40</td>
<td>South America Spain Italy</td>
<td>18 and 55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>millions</td>
<td></td>
<td>years</td>
</tr>
<tr>
<td>Loventine</td>
<td>2010</td>
<td>More than 2</td>
<td>America Europe</td>
<td>25 and 45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>millions</td>
<td></td>
<td>years</td>
</tr>
<tr>
<td>eHarmony</td>
<td>2000</td>
<td>More than 30</td>
<td>USA</td>
<td>25 and 45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>millions</td>
<td></td>
<td>years</td>
</tr>
<tr>
<td>Bumble</td>
<td>2014</td>
<td>More than 22</td>
<td>USA</td>
<td>25 and 45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>millions</td>
<td></td>
<td>years</td>
</tr>
<tr>
<td>Edarling</td>
<td>2009</td>
<td></td>
<td>Spain</td>
<td>35 and 55</td>
</tr>
<tr>
<td>Okcupid</td>
<td>2004</td>
<td>More than 5</td>
<td>USA</td>
<td>25 and 45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>millions</td>
<td></td>
<td>years</td>
</tr>
</tbody>
</table>
A first observation helps determine that the age of the men who mostly sign up in these websites is between 30 and 55 years. Likewise, the user population that predominates in these virtual spaces is female. In relation to the nationality of the users, they are from all over the world, however there is a greater presence of people from the Americas and Europe. The search criteria that segment the results according to the preferences of the users are: demographics, geolocation, hobbies, income level, level of education, number of children, physical characteristics, social and professional category. This aims to present the best profiles that meet the criteria defined by each user.

4 Conclusions

The virtual spaces represented through social networks provide ideal scenarios to establish channels of communication and interaction between groups of people. In recent years, the rise of websites for social interaction has progressively increased. This is because they are used in various aspects of life with the objective of sharing information and establishing professional, educational, affective or other links. In North and South America, for example, the most used online search networks are match, eharmony, bumble, edarling, latinamericancupid, okcupid, tinder, and grindr. These websites provide specific services according to the target audience. The results of the matches are guaranteed according to the requirements that are differentiated mainly by religious, races, nationalities, or sexual preference defined as heterosexual, bisexual, homosexual, lesbian, among other determining variables in the search for partners.

The psychological risk can be presented as an absolute necessity that coerces the person and leads to a mortifying disease, progressive, full of risks such as addiction and distortion of reality with the virtual; Depending on the user’s objective, images of sexual nature, romantic idealistic relationships or sensual and sexual fantasies can be created. The need to interact with “real” people through virtual spaces can modify social behaviors, particularly due to the number of hours spent in the search for couples and their isolation from the real world. In this context, it is critical to consider the difference between hobby and addiction. A person can develop an addiction when the love of an object or activity becomes a need marked by intensity, frequency and loss in self-control.

Physical risk is determined by the presence of cross-border crimes that use technology as means of contact for their commitment. Among the most frequent crimes are human trafficking, kidnapping, rape, blackmail, identity theft, sexual harassment, pornography, fraudulent appropriation of personal data. In this context, it is necessary to apply computer security mechanisms that allow reducing the exposure of these threats and primarily, that users who interact with strangers in virtual spaces are aware of the information and level of trust they provide to these strangers.

5 Recommendations

For future research, it is significant to know the participation of the social and family environment regarding the use of social networks, as an indicator of social and cultural group. Moreover, it would be pivotal to establish comparative studies between
professional and non-professional people segmented by their academic, economic and social level. In relation to the personality traits, it is necessary to continue investigating their participation in the love relationships through virtual spaces specifically social networks to seek online dates. This parameter is relevant to know if the personality determines the level of participation and social interaction through these virtual spaces. For this, it is vital to design complete personality instruments, as well as the information regarding to their self-introduction that people use in these social networks.
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Abstract. Blockchain is a relatively new technology, initially created for the Bitcoin’s network to store transaction records happening in it. The system is redundant and distributed, making it difficult for fraudulent transactions. Beyond digital currencies, the blockchain concept has already demonstrated its potential in the insurance, health, digital identity, and many other areas. In order to deal with specific needs in those areas, a new technology has appeared — smart contracts — computational code programmed to meet and enforce certain conditions, like the ones seen in traditional contracts. Taking into account the benefits brought by blockchain and smart contracts, it is important to study their contributions to emerging technological solutions, like IoT (Internet of Things), in which security, connectivity and interoperability are major concerns. This paper aims to describe relevant blockchain and smart contract’s concepts, discussing their contribution to support and improve modern IoT solutions.
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1 Introduction

The financial system moves a lot of money every day, with many people making use of it. However, the system is full of problems, additional costs like fees and delays, bureaucracy and opportunities for fraudulent activities involving fraud and crime. For instance, 45% of financial intermediaries, like services for money transfer and stock exchange experienced some sort of crime every year [1]. For the entire economy the number is about 37% [2]. Therefore, this is an important concern for banks, as regulatory costs continue to increase. All these problems have costs to the institutions and, consequently, consumers have to pay for them [3].

Considering all these problems, in 2008, Satoshi Nakamoto proposed a solution based on a peer-to-peer payment system, using electronic coins – the Bitcoin [4]. Months later, the source code was published to allow any person to participate in a network of payments. Over the years, Bitcoin has risen in terms of popularity, although the technology which makes Bitcoin work remained relatively unknown. The technology is called blockchain and, in simple terms, consists in a network of computers...
(nodes), with the same set of records replicated by all (a distributed ledger). These records are divided into blocks, consisting in transactions occurred between the nodes. When a transaction is concluded the data corresponding to it is broadcasted to all the nodes, so they can add it to their distributed ledger.

A second generation of blockchain technologies introduced the smart contract concept. Smart contracts are self-executing contracts with the terms of the agreement between the parties being directly written as lines of code which are executed automatically when an event or a certain condition is met. Introduced in 1995 by Nick Szabo, his definition isn’t too far from what smart contracts are being built for.

Nowadays, it is widely recognized that blockchain and smart contracts, as emergent technologies, came to stay and to revolutionize many business areas. Indeed, besides financial services, today there are noticeable efforts in business areas such as Healthcare, Media and Telecommunications, Energy, Retail and Consumer Goods, just to name a few, involving the use of these technologies to develop sophisticated business systems. With that reality in mind, in this paper we focus our attention on the use of blockchain and smart contracts to support the implementation of innovative technological solutions such as IoT (Internet of Things) systems and how these technologies might be used in combination with IoT to solve relevant aspects of daily life.

Regarding its structure, this paper begins by introducing some of the most relevant concepts about blockchain and smart contracts technologies. Following that, IoT solutions are briefly characterized, emphasizing the current major obstacles to their wider implementation. Then, we present a set of representative projects, describing how they use IoT with the blockchain and smart contracts technologies in order to support innovative requirements and functionalities. Finally, we conclude with some considerations about the use of blockchain and smart contracts technologies in the context of IoT implementations.

2 Blockchain Technology

At the end of October of 2008, someone under the name of Satoshi Nakamoto published a document entitled “Bitcoin: A Peer-To-Peer Electronic Cash System” [4]. In this document, some of the features of Bitcoin, which has the potential to revolutionize the financial sector, were described.

With these features, Satoshi Nakamoto, intended to create “an electronic payment system based on cryptographic proof, instead of trust, allowing any two willing parties to transact directly with each other without the need for a trusted third party. Transactions that are computationally impractical to reverse would protect sellers from fraud, and routine escrow mechanisms could easily be implemented to protect buyers.” [4].

Through this initial idea, the bases for the creation of Bitcoin were established and later, on January of 2009, the first Bitcoin application was created. However, the success of the bitcoin comes from a cryptographic technology underlying it, namely the blockchain technology [5]. Since then, many authors have separated blockchain technology from the Bitcoin application, so they can use it in other industries [6]. “This is much more than the financial services industry. Innovators are programming this
new digital ledger to record anything of value to humankind – birth and death certificates, marriage licenses, deeds and titles of ownership, rights to intellectual property, educational degrees, financial accounts, medical history, insurance claims, citizenship and voting privileges, location of portable assets, provenance of food and diamonds, job recommendations and performance ratings, charitable donations tied to specific outcomes, employment contracts, managerial decision rights and anything else that we can express in code.” [7]. Because of all this potential, 10 years after the creation of Bitcoin, it is estimated that more than 25 countries are investing in blockchain technology, making more than 2500 patents and making a total of 1.3 billion dollars invested.

But, how do we define this technology? In simple terms, a blockchain is basically a distributed database or ledger containing all transactions or digital events that have been executed among participating parties [8]. All the transactions or digital events are inserted into blocks and these are added to the blockchain in a linear, chronological order [9].

To be added in a chronological order, the blocks need to be validated before being inserted. A validation is made by a consensus protocol mechanism which, in bitcoin, is called proof-of work. To make this mechanism work, there is a group of people in the network called “miners”. Their job consists on changing one variable until the network accepts the solution [10]. The solution is met, the validation was made and the miner who found the solution transmits the new block to all the nodes participating in the network, so they can add it to their distributed ledger. For the effort of mining, the miner is rewarded in bitcoins.

With this process, blockchain brings a new paradigm to the online business. Its strengths are [11]:

- **Transparency** - blockchain’s data are open to the parties;
- **Redundancy** - all the nodes of a blockchain have a copy of the data, thus protecting the system from malicious attacks and malfunctioning problems;
- **Immutability** - due to the consensus protocol, changing data in the blockchain is almost impossible as it needs the accordance of the majority of the nodes;
- **Disintermediation** - Eliminating intermediates, such as banks, from each transaction decreases the cost and risk from the transactions.

A distributed ledger is an asset database that can be shared across a network on multiple sites, geographies, or institutions. All within the system can have access to the ledger via copy or connection to the larger database. Any changes made on any one of the ledgers will be reflected on all the ledgers that currently exist [12]. The ledger produced can thus be considered authoritative, although its management is shared among users with conflicting incentives [13].

A distributed ledger is a distributed database because every node has a synchronized copy of the database. However, there is a characteristic that differentiates it - decentralization. The central authority (administrator) is eliminated and the integrity is achieved using a consensus mechanism or validation protocol. The control of the database (read/write access) is decentralized, this means that every node of the network participates in it. There is no need for a central administrator to ensure the integrity of
the data or its consistency across nodes. Instead, this is achieved through some consensus mechanism or validation protocol [14].

3 Smart Contracts

In 1997, Nick Szabo published a paper called “The idea of smart contracts”. He defined smart contract as “A set of promises, including protocols within which the parties perform on the other promises. The protocols are usually implemented with programs on a computer network, or in other forms of digital electronics, thus these contracts are ‘smarter’ than their paper-based ancestors” [15].

Despite the definition being two decades old, it still makes sense in today’s reality. If we dissect the definition and analyze the keywords, it will be present in other’s definitions in our days. Nick Szabo said we could make a set of promises and according with Konstantinos Christidi “We trigger a smart contract by addressing a transaction to it. It then executes independently and automatically in a prescribed manner on every node in the network, according to the data that was included in the triggering transaction.” [16]. Thus, we can program a smart contract to behave like we want, and the output will be like we promised.

Smart contracts have been designed to automate transactions and allow parties to agree with the outcome of an event without the need for a central authority [17]. Nick described smart contracts as “protocols within which the parties perform”, so when a transaction or an event occurs there is a set of rules who tells how the data should be processed, helping the process produce the right outcome [15].

This is accomplished by transforming a smart contract into lines of code with clauses and agreements embedded as computer code within the software. Smart contracts, seek to leverage the trustless, immutable nature of the blockchain to empower peer-to-peer, disintermediated agreements enforced automatically by code [18].

The life cycle of a smart contract typically consists of four broad phases: creation of the smart contract, freezing of the smart contract, execution of the smart contract and finalization of the smart contract [19]:

- **Create** - First, the parties involved need to agree on the objectives of the contract and this is like a classic contract negotiation. After everything is settled, the contract needs to be turned into code. Most of smart contract environments have a proper infrastructure to create, maintain and test the contract and with that we can validate the behavior and content of the contract. After the parties agree, the contract is then submitted to the distributed ledger;

- **Freeze** - After the smart contract has been submitted to the blockchain, it is persisted by a majority confirmation of the participating nodes. In exchange for this service, and to prevent a flooding of the ecosystem with smart contracts, a fee must be payed to the miners. From this point onward, the contract and all parties are public and accessible through the public ledger. During the freeze phase, any transfers made to the wallet address of the smart contract are being frozen and the nodes take on the role of a governance board, ensuring the preconditions for executing the contract are met;
- **Execute** - All the participant nodes can read the contracts stored in the distributed ledger. The code is executed by the inference engine of the smart contract environment after the contract’s integrity is validated. The execution of the smart contract results in a set of new transactions that passed through all the conditions of the contract. The new state of information is validated through the consensus protocol and broadcasted to all the nodes;

- **Finalize** - After the smart contract has been executed, the new state of information is validated through the consensus protocol and broadcasted to all the nodes. The prior committed digital assets are transferred (unfreezing of assets) and with the confirmation of all transactions, the contract has been fulfilled.

### 4 Internet of Things

Internet of Things (IoT), also known as the Internet of Objects, is “a foundation for connecting things, sensors, actuators, and other smart technologies, thus enabling person-to-object and object-to-object communications.” [20]. Proposed in the end of the 1990’s by MIT Auto-ID Labs, the primary purpose of IoT is to share information about objects, which reflects the manufacture, transportation, consumption and other details of people’s life. It has three important characteristics [21]:

- Any objects can be involved in an IoT solution. Objects can be embedded with a chip, bar code, etc., and then we can address them;
- Terminals are interconnected, acting like autonomic network terminals;
- In such an extensively-interconnected network, every object participates in the service flow to make the pervasive service intelligent.

Despite all the potential of the IoT concept, it still has some major technological challenges, such as **security**, **connectivity** and ** interoperability**. In relation to security, IoT endpoints are opening up vulnerabilities for systems around the world. Indeed, we all have heard stories about these endpoints being hacked and that creates a real threat to IoT solutions.

Regarding connectivity, companies all around the world are preparing their infrastructure for the internet age. Due to the high number of IoT devices, organizations need decentralized architectures, so their systems can handle the large amounts of data that are produced.

Concerning interoperability, it is a fact that IoT devices have been used by different industries for a long time. The interoperability of devices between brands can be a problem without standardized protocols so developing a common protocol where everyone would be involved can bring benefits for producers and consumers of IoT.
5 Examples of Blockchain and Smart Contracts Using IoT

In this section, we present some current development efforts, which are representative of the kind of innovative solutions that may be developed by integrating IoT technologies with blockchain and smart contracts.

- **Automatic Payments** [22]

Marie goes to work in her car. As soon as she enters the car, it synchronizes with Marie’s smart phone’s AutoPay service. This service gives security and trust to Marie through smart contracts on its blockchain interface, acting as a device for autonomous payments. AutoPay defines her office as her destination. The service interrogates the vehicle data about his fuel and if is low automatically finds a route which passes by a petrol station that is advertising competitive fuel price. After refueling the car, which was automatically paid by AutoPay’s smart contract feature, Marie receives a message telling her that her work’s car park is full and AutoPay, through smart contracts, paid for another car park, very close to her office. After work Marie goes home, and her daughter Ana asks to borrow her car. Ana’s smart contract allows her to access her mother’s car but don’t let her make autonomous payments for everything. Ana can refuel using her mother’s AutoPay service, but she can’t use it on McDonald’s drive to buy meals for her friends because those conditions are not present in the smart contract.

- **Supply Chain Traceability** [23]

Currently in the traditional fish business, there is a lot of problems, i.e., fishing practices are illegal, unregulated or unreported. All this lack of proper business management has impacts in the consumer’s final product quality and there is no way for the consumer to know, creating a lack of vendor and consumer trust. To prevent these problems, combining IoT, blockchain and smart contracts could be the solution. Recording the trip of all sea-food since when it was fished until it gets to the final consumer. IoT sensors can be attached to any object entrusted to someone else for transport, with trackable ownership, possession, and telemetry parameters such as location, temperature, humidity, motion, etc. The final buyer can access a complete record of information and trust that the information is accurate and complete.

- **Smart City – Smart Homes** [24]

There is a panoply of household devices present in today’s houses. Sensors to control the environment, refrigerators, dishwashers, cameras, door locks, alarms many of them are IoT devices. Homeowners or authorized parties can have access to these devices to control the smart home. All the information coming from these devices is stored in a central server and then it is presented to the controller in a device like a cell phone or a computer. This information cannot end up in other hand besides authorized person so maintaining the security is very important and blockchain can help in that field. Making use of distributed ledgers, the communication and control information can be recorded as transactions. Using symmetric cryptography to maintain confidentiality, hashing functions to integrity and asymmetric cryptography for authenticity a robust security can be ensured. Attempts to corrupt the system could be immediately detected.
• **Physical Theft** [25]

Multiple smart devices are stolen daily and most of them won’t return to their rightful owner. A combination of IoT, blockchain and smart contracts could be an answer to help fighting this. After a smart device is stolen, its user could report the theft to the IoT blockchain network or even the network itself could report, based on a set of parameters that indicate the theft of the device. Marked as stolen, the device would forward its important data to the police, like, its current location or secret pictures taken of the thief, without the need for third party intervention. On a later stage, the device’s unique manufacturing number could be written on a “blacklist” of stolen smartphones managed by the OS provider of the device, preventing the thief from performing a factory reset and use the device.

• **School Classes Management** [26]

In every class, teachers have to make the call for all the students, so they can mark them as present or not. If there are too many students this can be very time consuming, taking away time for what is most important - teaching. A system based on blockchain and IoT could be implement in schools to ensure students arrive at classes at the appropriate time. On a further approach, the parents could also be part of the school blockchain, verifying their child’s attendance to classes. Teachers could also leave some feedback how students are performing, so parents can have insight about the progression being made. This kind of system could even avoid parent evening reunions that students, parents, and teachers don’t appreciate much.

• **Automation and Control** [27]

The benefits of IoT opens multiple opportunities in automation, optimization and control. Having this idea, companies with industrial IoT solutions that provides drop-in decentralized wireless and radio mesh network technology, integrated their technology with blockchain. For instance, by connecting multiple taps sensors at different locations, sensors gather information about noise levels or ambient temperature. The benefits of deploying a solution like this one are many. Companies and cities can expect improvements like, minimization of manufacturing line’s downtime, automate climate control in data centers, remotely control street lights across a city, avoid collisions between vehicles on remote work sites, etc.

6 Conclusions

There is no doubt that IoT has a great future, with more and more IoT solutions appearing in the landscape. However, as the previous examples have revealed, there are still some problems with IoT, which may be solved by combining it with the emerging blockchain and smart contracts technologies. Moreover, as the examples also demonstrate, by combining those technologies, an impressive list of innovative solutions might be envisaged and developed, with great impact in our daily lives. With this paper we aimed to clarify the concepts around the recent blockchain and smart contracts technologies and emphasize their potential when used in a IoT ecosystem.
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Abstract. Blockchain is a decentralized transaction and data management technology first developed for the Bitcoin cryptocurrency. The reason for the interest in this technology results from its decentralized nature, which provides security, anonymity and data integrity without any third-party organization in control of the transactions and, therefore, it creates interesting research areas. One of the business sectors that can benefit from this technology is healthcare. In this paper, we present and describe relevant aspects of the blockchain technology and we discuss some use cases in the healthcare area which might be improved by the use of this technology. To demonstrate its relevance to the healthcare sector, we present some real life examples of blockchain projects being developed to solve specific problems of this sector.
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1 Introduction

Being an emergent technology, blockchain has already conquered a noticeable place in the Information and Communication Technologies domain. While its origins can be traced back to the financial sector, in the present it is widely acknowledged that blockchain technologies have the potential to deeply transform the way technical solutions are developed in many business areas.

Indeed, companies in business areas such as Healthcare, Media and Telecommunications, Energy, Retail and Consumer Goods, among others, are using blockchain technologies to develop increasingly sophisticated technical solutions. Taking this fact into account, in this paper we focus our attention on the use of blockchain to support the implementation of innovative solutions in the healthcare sector. In order to do that, we briefly describe important aspects of the blockchain technology and we discuss some use cases in the healthcare domain, which might benefit from the use of this technology. To emphasize its relevance, we present some real life examples of blockchain projects being developed to solve specific problems in the healthcare domain.
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Regarding its structure, this paper commences by introducing some relevant concepts about blockchain technologies. After that, we discuss the use of this technology in the healthcare domain, presenting some important use cases and illustrative projects that make use of blockchain to solve particular problems in that sector. Finally, we conclude with some considerations about the use of these technologies in this specific context.

2 Blockchain Technology

Blockchain technology has indeed many applications that can influence significantly the way we approach many use cases in a vast list of business sectors. The purpose of this technology is the use of a distributed ledger for verifying and recording transactions. By doing so, it allows parties to send, receive, and record data through a Peer-to-Peer (P2P) network of computers.

2.1 Blockchain

In simple terms, a blockchain is a kind of distributed database that stores time ordered data in a continuously growing list of blocks. The blockchain is maintained using a network of computers with no central “master”. Each block in the chain contains transactions which represent a change of state in the database; for example, the transfer of funds from one account to another. Transactions are verified by multiple nodes in the network and are eventually stored in blocks in the blockchain. Each block contains a signed hash of the contents of the preceding block, making it impossible for a block’s contents to be altered [1].

Explaining the concepts in which the blockchain technology is based:

- **Network** - a group of computer nodes assembled together. Each node contains an address and a complete record of all the transactions that were ever recorded in that blockchain;
- **Decentralized** - means that no single entity has control over all the processing;
- **Distributed** - a model in which components located on networked computers communicate and coordinate their actions by passing messages. The key purposes of distributed systems can be represented by resource sharing, openness, concurrency, scalability, fault-tolerance, and transparency;
- **Transaction** - an exchange of value between two parties with their consent. Value cannot be transferred from an account without a digital signature only known by the owner of that account. That signature is like a private key;
- **Block** - list of transactions recorded over a given period and a hash pointer that converts the content of the block to a cryptographic key, linking the block to the previous one on the chain;
- **Chain** - a group of blocks linked together by hash pointers;
- **Time-Stamp** - instant when a block is generated. Used to implement a time order chain structure.
It is important to highlight that a transaction does not need to be coin-based. It can be an asset, which the owner can prove that he/she has it in his/her possession. In Fig. 1 a representation, borrowed from [2], of how a blockchain works.

2.2 Decentralized Consensus

Blockchain aims to produce decentralized consensus, a specific state or set of information to be agreed upon by all agents via rules and protocols, without the need to trust or rely upon a centralized authority. This supposedly makes the consensus more secure and tamper-proof. Moreover, it rewards a community for properly maintaining the consensus, allowing greater recording and processing power in an incentive and typically competitive manner [3].

There are two main approaches to achieve consensus on a blockchain:

- **Proof-of-Work (PoW)** - rewards users who solve complicated cryptographical puzzles in order to validate transactions and create new blocks (i.e., mining). This system ensures that once a block is validated, it cannot be denied because doing so requires the malicious entity to have computing power that can compete with the
entire existing network. Consequently, we achieve robust and tamper-proof consensus on the validity of these transactions that can prevent attacks such as Denial-of-Service (DoS attack);

- **Proof-of-Stake (PoS)** - the entity in charge of creating the next block is chosen in a deterministic manner, and the chance that an account is chosen depends on its wealth (i.e., the stake).

In both cases and many other consensus generation designs, the goal is to incentivize responsible and accurate recordkeeping, while reducing tampering.

### 2.3 Hash Pointers

If someone tries to change the contents of a block in the middle of the chain the hash generated for this block, which is stored in the previous node, also would need to change. So, even if the hash of the previous block and the data block were changed, the previous block next pointer is based on a hash of the previous block. Because the previous block is composed of both the data and the previous hash (which has a change) these would also indicate tampering. Thus, the only way to change a block is by changing the entire blockchain, but at that point the head of the blockchain would be incorrect and since this is the value that the users store, the users would be able to detect the tampering [4].

A hash pointer provides the blockchain with a tamper-evident system in a simple way. For example, if someone changes the contents of one block the hash of the next block will not mash up and we will notice the inconsistency.

Even if an attacker has enough computer power to change the block and all the hash pointers of the following blocks in the chain, he/she will arrive at a dead-end because the last hash pointer is the value we remember as being the head of the list and the inconsistency will be noticed inevitably.

### 2.4 Smart Contracts

A smart contract is like a program, which runs on the blockchain, and has its correct execution enforced by the consensus protocol. A smart contract can encode any set of rules represented in its programming language. For instance, it can execute transfers when certain events occur. Accordingly, smart contracts can implement a wide range of applications, including financial instruments and self-enforcing or autonomous governance [5].

A smart contract is linked to an account, is identified by an address and its code resides on the blockchain. After uploading a contract to the blockchain, it will react accordingly to the code implemented previously and is able to do transactions like a normal member of the blockchain. The main objectives are to satisfy common contractual conditions, minimize both malicious and accidental events, and minimize the need for trusted intermediaries [6]. Related economic goals include lowering fraud loss, arbitrations and enforcement costs.
3 Blockchain in the Healthcare Domain

In this section we present three important healthcare use cases which might be substantially improved by the use of blockchain technology: health information exchange, systems interoperability and data integrity and patient digital identities. Some recent blockchain development projects are also briefly described, as a demonstration of the highly dynamic nature of the healthcare sector.

3.1 Healthcare Use Cases

Using blockchain to support Health Information Exchange (HIE) might demonstrate the true value of systems interoperability (the ability of computer systems to exchange and make use of information). Blockchain-based systems have the potential to reduce or eliminate the friction and costs of current intermediaries, offering a promising new distributed framework to amplify and support the integration of healthcare information across a range of uses and stakeholders.

Table 1 addresses several existing difficulties regarding HIE and reveals how blockchain could make the healthcare system more efficient, disintermediated, and secure.

<table>
<thead>
<tr>
<th>HIE difficulties</th>
<th>Blockchain opportunities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trusting network</strong> is currently established by a third party whose function is to regulate and record all data shared</td>
<td><strong>Disintermediation</strong> of trust its provided by giving access to the distributed ledger to all participants, maintaining this way a secure and transparent exchange of data</td>
</tr>
<tr>
<td><strong>Cost per transaction</strong>, outdated central systems for trading networks due to low transaction volumes</td>
<td><strong>Reduced transaction costs</strong> and a more efficient system due to real-time transactions without intermediates</td>
</tr>
<tr>
<td><strong>Master Patient Index</strong> needs to find a way to synchronize multiple patient’s data between systems without jeopardize their privacy</td>
<td><strong>Distributed framework</strong> using patients private and public identifiers secured through cryptography, providing this way a secure way to access the patient data</td>
</tr>
<tr>
<td><strong>Varying data standards</strong> reduce compatibility between systems</td>
<td><strong>Shared data</strong> between all parties in a near real-time updates</td>
</tr>
<tr>
<td><strong>Few sources of integrated health records</strong> resulting on limited access to these records</td>
<td><strong>Distributed, secure access</strong> to patient’s continual data records on the distributed ledger</td>
</tr>
<tr>
<td><strong>Inconsistent rules and bureaucracies</strong> hinder health organizations access to patient’s data and increase the time for each process</td>
<td><strong>Smart contracts</strong> able health organizations to create a consistent set of rules, regulating the access to HIE</td>
</tr>
</tbody>
</table>

Information stored on the blockchain could be universally available to specific individuals through the blockchain private key mechanisms, enabling patients to share
their information with healthcare organizations much more seamlessly. This deployment of a transaction layer on the blockchain can help to accomplish interoperability goals while creating a trustless, and collaborative ecosystem of information sharing to enable new insights to improve the efficiency of the healthcare system.

As a transaction layer, there are two types of information that blockchain can store: “On-chain” data, which is directly stored in the blockchain or “Off-chain” data with links stored in the blockchain that act as pointers to information stored in separate, traditional databases (see Table 2).

Table 2. On-chain data vs off-chain data

<table>
<thead>
<tr>
<th></th>
<th>On-chain data</th>
<th>Off-chain data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data types</td>
<td>Standardized text data fields from patients (e.g. age, gender)</td>
<td>Expandable medical data and binary data types (e.g. notes, MRI images, etc.)</td>
</tr>
<tr>
<td>Pros</td>
<td>Data contained on the blockchain is transparent and identical to all connected organizations</td>
<td>Possibility to store any data size and format</td>
</tr>
<tr>
<td>Cons</td>
<td>Restrictions regarding the size and types of data to be stored</td>
<td>In order to access data healthcare organizations have to require access to the system external</td>
</tr>
</tbody>
</table>

Storing medical information directly in the blockchain ensures that the information is fully secured by the blockchain’s properties and is immediately viewable to those with permissions to access the chain. Unfortunately, at the same time, storing large data files in the blockchain slows block processing and presents potential challenges to scaling the system.

Creating interoperability requires frictionless submission and access to data. As such, the blockchain could serve as a transaction layer for organizations to submit and share data using one secure system. Once a standardized set of healthcare information is established, the specific data fields can be created in a smart contract to employ rules for processing and storing information on the blockchain, as well as stipulating required approvals prior to blockchain storage. Each time a patient interaction occurs healthcare organizations will pass information to the smart contract.

An interoperable blockchain can strengthen data integrity while better protecting patients’ digital identities. According to Krawiec et al. [7], in 2015 there were 112 million healthcare record data breaches due to hacking/IT incidents and in 2016, it was estimated that one in three healthcare recipients was a victim of a data breach.

The blockchain’s inherent properties of cryptographic public/private key access, proof of work, and distributed data creates a new level of integrity for healthcare information. Additionally, all health care organizations connected to the blockchain can maintain their own updated copy of the health care data. This feature improves security and can help limit the risk of the malicious activity, because changes are immediately broadcasted to the network, and distributed ledgers provide safeguard copies against harmful hacks.
3.2 Some Current Blockchain Projects

In face of the advantages mentioned above, there are already very interesting blockchain projects being developed in the healthcare area. These projects may be divided into three different groups, being them Electronic Medical Record Interoperability, Health Data Security and Supply Chain Management.

In the Electronic Medical Record Interoperability group, one of the projects deserving to be mentioned here was developed by the firm PokitDok [8] which involves the development of a Platform-as-a-Service (PaaS) that enables healthcare organizations to quickly build modern commerce experiences across the healthcare value chain. It provides a secure network for all sources of patient data, from Electronic Medical Records to medical devices and pharmacies. The platform’s various APIs are detached from the central hospital/pharmacy and instead connected by a distributed blockchain network. Another project, developed by the company Patientory [8, 9], uses blockchain technology to ensure end-to-end encryption while adhering to regulatory guidelines and compliance requirements, creating an easy way to securely store and manage health information in real time. This solution allows patients, clinicians, and healthcare organizations to access, store and transfer information safely, thus improving care coordination while ensuring data security.

In the Health Data Security projects group we highlight a project developed by GuardTime [8, 9], one of the largest providers of enterprise blockchain-based security systems. The company operates in multiple sectors including advertising, defence, healthcare, government, and financial services. In the healthcare domain, GuardTime partnered with the Estonian e-Health Authority in March 2016 to secure over 1 million patient records. Since Estonian citizens already carry unique identity credentials that link back to their health records, a blockchain layer is able to record and secure every interaction with their data. Another project worth mentioning is being developed by the company Nebula Genomics [9], which believes that the search for genomic data has similar characteristics and challenges as any market where data is involved, and they intent to use blockchain technology to solve data security issues and to ensure that data gets from the source to its end-user without any intermediaries. The company uses blockchain technology to enhance genomic data protection, enable buyers to efficiently acquire genomic data and address the challenges of genomic big data.

Finally, we have Chronicled [8, 9], a company developing projects focused on Supply Chain Management. Chronicled builds special-purpose blockchain-based applications for supply chain and IoT clients. The server synchronizes with Quorum, Hyperledger, and Ethereum blockchain protocols and has applications ranging from medical devices and pharmaceuticals to package tracking. A unique application of the Chronicled platform involves the tracking of products such as pharmaceuticals, blood, and human organs, which often need to be kept at low temperatures. Chronicled has developed a portable smart sensor that tracks and stores temperature readings on a blockchain back-end to ensure secure data transmission. Further, for pharmaceuticals and medical devices, Chronicled has developed “CryptoSeal,” a tamper-proof adhesive sticker that provides a cryptographic identity for physical items. At each stop in the supply chain, the seal can be scanned and verified against the blockchain registry.
4 Conclusions

Nowadays, it is obvious that blockchain technologies have an enormous potential to impact the Information and Communication Technologies domain, being responsible for the appearance in the business landscape of increasingly innovative and technically sophisticated solutions. The healthcare sector is only one, although a very relevant one, of the many business sectors which might benefit from blockchain. Taking that into account, with this paper we aim to clarify the concepts around the recent blockchain technologies and emphasize their contribution to solve important problems still existing in the healthcare sector. To accomplish that we identified some representative use cases of the healthcare sector, describing how blockchain technologies might help to support their specific needs. In order to demonstrate that the healthcare sector is becoming very active in this context, continuously pursuing the development of technically advanced solutions, some recent blockchain development projects are also briefly described.
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Abstract. The article deals with the problem of creating a temperature regulator, which does not require preliminary tuning for a specific production plant. Authors proposed to use a matrix approach of fuzzy logic for this purpose. It allows engineers to apply the linguistic rules formulated in the most general form for industrial processes control. It also allows building simple control algorithms for complex nonlinear systems. To verify the correctness of the algorithm, authors assembled installation with heaters of various types, powers and inertia. The full-scale experiment shown that the developed prototype of the device allows controlling the temperature in various settings without initial tuning.
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1 Introduction

Currently, for control problems with the presence of feedback the proportional-integral-differential-regulators (PID) are most frequently used in industry [1]. They have a simple design and can easily be implemented by software or hardware. The main disadvantages of PID controllers are the need to select the coefficients for each particular installation and the lack of control over non-linear processes.

Several algorithms have been developed to adjust the regulators and to select the coefficients [2]. All these algorithms require the participation of a specialist installer, test runs of the installation, a large amount of time. Moreover, it is necessary to repeat the whole procedure of tuning when transferring a regulator already set up for one installation to another installation.

On the other hand, experts can formulate the rules on which temperature control should take place in a linguistic form. For example, “If the temperature of the object is low, it is necessary to heat up”. These rules are not consider or take into account individual parameters (power, inertia, etc.) of the plants. With the use of this fact, we can try to develop a thermostat, which will not require a time-consuming preliminary tuning.
2 Matrix Approach in Fuzzy Logic

The rules of management, formulated in a linguistic form, are most conveniently led to a numerical form by means of fuzzy logic [3]. To accurately match the generated control action with existing knowledge, and for greater flexibility in the settings, one can use the matrix approach of fuzzy logic [4].

2.1 Fuzzy Matrix Operations

Matrix approach [5] uses a two-dimensional vector \( x \) to describe the degree of truth of linguistic utterances. If we introduce the basis vectors \( e^{(0)} \) and \( e^{(1)} \), vector \( x \) will take the form (1):

\[
x = x_0 \cdot e^{(0)} + x_1 \cdot e^{(1)},
\]

where the components of the vector \( x \) – numbers \( x_0, x_1 \) – satisfy the conditions (2):

\[
0 \leq x_0, x_1 \leq 1; \quad x_0 + x_1 = 1.
\]

The basis vectors \( e^{(0)} \) and \( e^{(1)} \) describe statements with a confidence level of 0 and 1 respectively.

With use of vectors, one can represent logical operations - a conjunction, a disjunction and an implication - in a matrix form. More specifically, a conjunction \( C(x) \), a disjunction \( D(x) \) and an implication \( I(x) \) matrixes with size \( 2 \times 2 \) look as follows [5]:

\[
C(x) = \begin{pmatrix} 1 & x_0 \\ 0 & x_1 \end{pmatrix}; \quad D(x) = \begin{pmatrix} x_0 & 0 \\ x_1 & 1 \end{pmatrix}; \quad I(x) = \begin{pmatrix} x_1 \\ x_0 \end{pmatrix}.
\]

Equations (4) show logical operations in term of matrix:

\[
x \land y = C(x) \cdot y; \quad x \lor y = D(x) \cdot y; \quad x \rightarrow y = I(x) \cdot y,
\]

where vector \( y \) is a matrix column \( 1 \times 2 \), consists of its components \( y = \begin{pmatrix} y_0 \\ y_1 \end{pmatrix} \), and dot stands for matrix multiplication. The result of logical operations, formulated in this form, will also be a fuzzy vector.

2.2 Fuzzy Matrix Inference

A fuzzy logical inference using matrix operation models is proposed in work [4]. Let fuzzy vector \( z \) determines the fuzzyness of rule \( x \rightarrow y = z \). If fuzzy vectors \( x = \begin{pmatrix} x_0 \\ x_1 \end{pmatrix} \) and \( z = \begin{pmatrix} z_0 \\ z_1 \end{pmatrix} \) are known, then relations (3), (4) lead to the conclusion about the vagueness of the vector \( y \). This problem reduces to solving a linear algebraic equation
with respect to an unknown vector $y$. The equation has the form $I(x) \cdot y = z$. In the case of an implicative model of derivation or in more detail:

$$
\begin{pmatrix}
 x_1 \\
 x_0
\end{pmatrix}
\begin{pmatrix}
 0 \\
 1
\end{pmatrix}
= 
\begin{pmatrix}
 z_0 \\
 z_1
\end{pmatrix}
\text{ или }
\begin{cases}
 x_1y_0 = z_0 \\
 x_0y_0 + 1 = z_1.
\end{cases}
$$

(5)

It is known that a linear system has a solution if the determinant of the coefficient matrix is not zero. In this case, we must require that condition

$$
\det(I(x)) = \det\begin{pmatrix}
 x_1 \\
 x_0
\end{pmatrix}
= x_1 \neq 0.
$$

(6)

In other words, degree of truth $x_1$ of vector $x$ must not be equal to zero. Then components of unknown vector $y$ takes next values:

$$
y_0 = \frac{z_0}{x_1}; \quad y_1 = 1 - \frac{z_0}{x_1}.
$$

(7)

The solution obtained is meaningful only if both components of the vector $y$ are positive. So, in addition to requirement $x_1 \neq 0$ we obtain $x_1 \geq z_0$. Note then $x_1 = 1$ and $z_1 = 1$ we get well known result of modus ponens rule from (7) in classical logic: $y_0 = 0, y_1 = 1$. Thus, we not only get a fuzzy logical conclusion, but also strictly specify the scope of its implementation in this approach unlike other models of implication.

3 Fuzzy Logic Finite-State Automata and Combinational Logic with Separate Memory Block

In case of using a PID controller a static error occurs in stationary mode [2]. It is necessary to introduce the notion of a fuzzy state “Stable mode near the set point” to monitor and prevent this situation in the case of a fuzzy controller (Fuzzy state machine). A fuzzy set or a fuzzy predicate [4] numerically describes this concept. In both cases expert have to specify truth/membership function [6].

A problem arises in the process of setting up real controllers in production. The state of the fuzzy automaton describes the stage of the computational process and does not explicitly relate to the subject area. Accordingly, it is difficult for experts to construct a graph of the truth function for a particular installation [7, 8].

To substantiate the possibility of using a combinational circuit, we well briefly describe the operation of logical automata. As you know, one have to specify the tuple $\{x, y, s, F, G\}$ to describe logical state machines with memory [9]. $x$ is set of input variables, $y$ - is set of output signals, $s$ - is set of states, while $F$ and $G$ are transition and output functions respectively: $s_{t+\Delta t} = F(s_t, x_t)$, $y_t = G(s_t, x_t)$. For a finite state automata sets $x, y, s$ are finite.

Expert does not need knowledge of the entire history of the signal changes to determine the state of “Stable regime close to the installation” in this area. He can use
the machine with the final memory [9]. The operation of such automata is equivalent to the transformation of the form

\[ y_t = h(x_{t-p\Delta t}, \ldots, x_{t-\Delta t}, x_t), \tag{8} \]

where \( x_{t-p\Delta t}, \ldots, x_{t-\Delta t}, x_t \) – values of input variables vectors at discrete time moments \( t, t - \Delta t, \ldots \); \( p \) – a finite positive integer which is the memory depth. It is easy to see that the Eq. (8) requires only combinational logic and external memory block.

Thus, the memory block content \( M \) is a sequence of \( p + 1 \) last values of input parameters \( M(t) = \{ x_{t-p\Delta t}, \ldots, x_{t-\Delta t}, x_t \} \). Algorithm updates memory content \( M \) by method FIFO (first input, first output). The combinational circuit analyzes a set of input variables \( x_{t-p\Delta t}, \ldots, x_{t-\Delta t}, x_t \) and calculates the corresponding value of the output variable \( y_t \).

In terms of the proposed model, one can reformulate the status of “Stable mode near the set point”. Several sequential values of the input parameters “almost equal” to the setting value lead to this state.

## 4 Practical Application

For an experimental verification of the applicability of the matrix approach, we construct a test setup. Figure 1 shows the scheme of setup.

![Fig. 1. Simplified scheme of the experimental setup.](image)

Let us denote the parameters used in the formation of the control action as follows:

- \( T \) – current temperature in experimental setup working zone measured by DS1620, \( T \in [0; 100] \, ^{0}\text{C} \);
• \( wc \) – power of cooler, \( wc \in [0, 100]\% \);
• \( wh \) – power of heater, \( wh \in [0, 100]\% \).

We will use \( T \) as input parameter for fuzzy algorithm and \( wc \) и \( wh \) as outputs.

To describe the subject domain, we introduce the following linguistic variables:

- \( x \) stands for “Object temperature” and \( x \in [a_0 = low, a_1 = near \ set, a_2 = high] \);
- \( \beta c \) stands for “Cooler power” and \( \beta c \in [\beta c_0 = low, \beta c_1 = high] \);
- \( \beta h \) stands for “Heater power” and \( \beta h \in [\beta h_0 = low, \beta h_1 = average, \beta h_2 = high] \).

Note we have to define \( \beta h_1 = average \) to provide special level of heating to resist natural cooling in stable state.

Expert in testing of temperature regulators gave as set of linguistic rules looks as: IF current temperature is low WHEN heater power is high and cooler power is low. Let us rewrite them in terms of previously defined linguistic variables:

Table 1. Fuzzy rules in terms of linguistic variables.

<table>
<thead>
<tr>
<th>( a_{t-\Delta t} )</th>
<th>( a_{t-\Delta t} )</th>
<th>( a_t )</th>
<th>( \beta c_t )</th>
<th>( \beta h_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_0 )</td>
<td>( a_0 \beta c_0 \beta h_2 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( a_1 \beta c_0 \beta h_0 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( a_2 \beta c_1 \beta h_0 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( a_1 \beta c_1 \beta h_1 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

IF at the moment of time \( t \) \( a_t = a_0 \) WHEN \( \beta c_t = \beta c_0 \) and \( \beta h_t = \beta h_2 \).

Table 1 contains short formulations of all rules.

As one can see in most cases controller will act as nonlinear without history dependency. However, when sequence of three input temperatures “near set point” \( a_{t-\Delta t} = a_1, a_{t-\Delta t} = a_1, a_t = a_1 \) arrives controller switches to “stable state near set point” and produces “average heater power”.

Figures 2 and 3 show membership/truth functions numerically specifying all values of linguistic variables.

![Fig. 2. Truth functions for temperature linguistic variable.](image-url)
We carried out experiments with three different heating elements (700 W, 1500 W, 2200 W) and with two objects: 0.5 and 1.5 L of water. Figure 4 show respective step change processes.

Fig. 3. Truth functions for heater power.

Fig. 4. Step change processes of (a) 0.5 and (b) 1.5 L of water between initial and set temperatures with heaters with different powers.
As one can see then controller detects temperature is near set point it switches on special heater power value and resists against natural cooling and stable state error. In addition, it does not need special tuning of controller parameters for each individual production-heating reactor.

5 Conclusion

The problems of industrial processes control in case of using the most popular industrial controllers - PID: required customization for each individual plant and stable state error problem can be resolved by using fuzzy inference.

The conducted experiments show that matrix approach of fuzzy logic make it possible to construct the device independent controller without tuning.

Analysis of history of object state changes with combination of fuzzy state definition allow engineers to solve stable state error problem.

Additionally paper eliminates problem of numerical specification of hard understandable concept of fuzzy state. Proposed combinational logic with separate memory block make fuzzy system design process much more easy.

Actually, the developed controllers are at the stage of introduction into the processes of temperature control and frequency control of electric motors in oil mining organizations.
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Abstract. In this paper, we test the methods and algorithms for constructing neural network models from equations and data using the example of the problem on the restoration of the Laplace equation solutions according to the measurements in a unit square. We estimate the quality of approximate solutions constructed with the help of neural networks for different sets of system parameters (the number of points in which the operator is calculated, the number of test points on one side of the square). During the experiment, all test points inside the square are regenerated. Selection of the solution is carried out by optimization of the error functional. Optimization is carried out using the algorithm of training neural networks Resilient Propagation (RProp). The algorithms considered can be applied to a wide range of practically interesting problems, since they practically do not depend on the form of the differential equation, its linearity, the geometry of the region, etc.
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1 Introduction

When solving real technical problems, there often arises the need to construct a mathematical model of an object for a set of initial data that is insufficient for an unambiguous solution. Investigation of new methods for solving such problems is necessary, because the creation of a universal method, which covers a wide range of tasks on the one hand, and on the other hand retains the simplicity of application remains relevant to this day. We propose to use the apparatus of neural networks in similar tasks. There are other methods that allow such a class of problems to be solved, but they usually require a significant modification when changing the differential equation, type of conditions, etc.

There are many papers on the application of neural networks to solving differential equations. For example, in [1], authors consider methods for solving differential equations with initial and boundary conditions with the help of neural networks. The trial solution of the differential equation is written as the sum of two parts. The first part satisfies the initial/boundary conditions and does not contain adjustable parameters.
The second part is constructed so as not to affect the initial/boundary conditions. This part includes a direct neural network containing configurable parameters (weights). Consequently, by construction, the initial/boundary conditions are satisfied, and the network is trained to satisfy the differential equation. These methods allow solving both ordinary differential equations and partial differential equations.


Our papers [6–9] are distinguished by a number of unique features, in particular, the use of regeneration of test points in the process of training a neural network, which significantly improves the accuracy of the problem solution.

In this paper, we test the methods [6–9] on the problem of the solution restoration of the Laplace equation from the data. We are looking for a solution in the form of an RBF network. Selection of the solution is carried out by optimization of the error functional. In the western papers, the test points do not regenerate. In our work, all test points within the unit square in which the equation will be considered will be regenerated.

2 Methods

In this paper we present the results of computational experiments for the Laplace equation \( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} = 0 \) in the unit square \([0; 1] \times [0; 1]\).

In the basis of the model for “measurements” we took the well-known solution of the Laplace equation \( \nu(x, y) = \log((x + a)^2 + y^2) \). For specific calculations, we chose \( a = 0.1 \).

We search the solution in the form of an RBF network \( y = \sum_{j=1}^{n} W_j \phi_j(\|x - c_j\|) \), in which we use standard Gaussians as basis functions

\[
\phi_j(x, y, a_i, x_i, y_i) = \exp\left\{ -a_i \left[ (x - x_i)^2 + (y - y_i)^2 \right] \right\}.
\]

The solution is selected by optimizing the error functional \( I = I_1 + \delta I_2 \). As the first summand \( I_1 \) responsible for the fulfillment of the equation, we used

\[
\sum_{j=1}^{M} \left( \Delta u(x'_j, y'_j) \right)^2
\]

where \( (x'_j, y'_j) \) - test points from a square \([0; 1] \times [0; 1]\).

As data on the sides of the square, we chose the values of the function \( \nu(x, y) \) at fixed points of the boundary with a random error.
As a component of the error functional $I_2$ responsible for the data, we used

$$
\sum_{j=1}^{M_1} \left( u(x''_j, 0) - v(x''_j, 0) - \xi_{1,j} \right)^2 + \sum_{j=1}^{M_1} \left( u(0, y''_j) - v(0, y''_j) - \xi_{2,j} \right)^2
$$

$$
+ \sum_{j=1}^{M_1} \left( u(x''_j, 1) - v(x''_j, 1) - \xi_{3,j} \right)^2 + \sum_{j=1}^{M_1} \left( u(1, y''_j) - v(1, y''_j) - \xi_{4,j} \right)^2,
$$

where the test points in which the values of the function are calculated, we choose on the boundaries of the square at regular intervals, $\xi_{i,j}$ - random variables that simulate measurement errors and are uniformly distributed across the gap $[-\varepsilon, \varepsilon]$. The optimization was carried out using the RProp method. The results were compared with $v(x, y)$.

3 Results

In each series of computational experiments, the number of neurons $n$ is constant. $J_1$ denotes the root-mean-square error at the boundary points, $J_2$ denotes the error at all points. The quality of the neural network model was evaluated by $J_1 = 0.01\sqrt{I_1}$ and $J_2 = 0.005\sqrt{I_2}$ calculated at 10,000 random test points inside the square and 10,000 randomly distributed at equal intervals on each of its boundaries. With each set of parameters, we started the learning process 10 times and based on the results we calculated the minimum of errors and their average value.

Below are the results of computational experiments 1. In these experiments, the number of neurons $n = 10$, $M = 100$ and $M_1 = 10$, 30, 100 (Table 1).

<table>
<thead>
<tr>
<th>$M_1$</th>
<th>$\varepsilon = 0.1$</th>
<th>$\varepsilon = 0.3$</th>
<th>$\varepsilon = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$J_1$</td>
<td>$J_2$</td>
<td>$J_1$</td>
</tr>
<tr>
<td>10</td>
<td>Minimum</td>
<td>0.0964</td>
<td>0.0375</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.1374</td>
<td>0.0559</td>
</tr>
<tr>
<td>30</td>
<td>Minimum</td>
<td>0.0600</td>
<td>0.0242</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.0823</td>
<td>0.0337</td>
</tr>
<tr>
<td>100</td>
<td>Minimum</td>
<td>0.0509</td>
<td>0.0191</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.0688</td>
<td>0.0273</td>
</tr>
</tbody>
</table>

A series of computational experiments 2. In these experiments, the number of neurons $n = 30$ and $M_1 = 10$, 30, 100 (Table 2).

A series of computational experiments 3. In these experiments, the number of neurons $n = 100$ and $M_1 = 10$, 30, 100 (Table 3).

The results of the calculations show that the root-mean-square error in most cases is substantially less than the error in the initial data. In all cases, the mean value of the
errors does not greatly exceed their minimum, from which we conclude that the training procedure is stable. In all cases, the increase in the number of points in which information about the function at the boundary is known leads to a reduction in the error not only at the boundary, but also within the region from which we conclude that the neural network processes the information as a whole, and not locally. In this case, for large errors in the initial data, $\varepsilon = 1$, the errors with the number of neurons $n = 10$ and with the number of neurons $n = 100$ practically coincide. With a small error ($\varepsilon = 0.1$), the effect of increasing the number of neurons and the number of test points on the boundary of the square is more noticeable. Let’s illustrate the results with graphs Fig. 1.

Comparing the graphs for different values of the parameter $\varepsilon$, we notice an increase in the approximation error for a larger value of the parameter $\varepsilon$. At the same time, this increase in the error does not lead to catastrophic consequences - the quality behavior of the solution is monitored correctly, while the relative error inside the square where there were no “measurement” points is substantially less than the error at the boundary.

### Table 2. Results of computational experiments for $n = 30$ neurons.

<table>
<thead>
<tr>
<th>$M_1$</th>
<th>$\varepsilon = 0.1$</th>
<th>$\varepsilon = 0.3$</th>
<th>$\varepsilon = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$J_1$</td>
<td>$J_2$</td>
<td>$J_1$</td>
</tr>
<tr>
<td>10</td>
<td>Minimum</td>
<td>0.0910</td>
<td>0.0349</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.117</td>
<td>0.0474</td>
</tr>
<tr>
<td>30</td>
<td>Minimum</td>
<td>0.0486</td>
<td>0.0192</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.0638</td>
<td>0.0252</td>
</tr>
<tr>
<td>100</td>
<td>Minimum</td>
<td>0.0373</td>
<td>0.0118</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.0448</td>
<td>0.0163</td>
</tr>
</tbody>
</table>

### Table 3. Results of computational experiments for $n = 100$ neurons.

<table>
<thead>
<tr>
<th>$M_1$</th>
<th>$\varepsilon = 0.1$</th>
<th>$\varepsilon = 0.3$</th>
<th>$\varepsilon = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$J_1$</td>
<td>$J_2$</td>
<td>$J_1$</td>
</tr>
<tr>
<td>10</td>
<td>Minimum</td>
<td>0.0997</td>
<td>0.0344</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.130</td>
<td>0.0515</td>
</tr>
<tr>
<td>30</td>
<td>Minimum</td>
<td>0.0511</td>
<td>0.0203</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.0642</td>
<td>0.0255</td>
</tr>
<tr>
<td>100</td>
<td>Minimum</td>
<td>0.0309</td>
<td>0.0116</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.0447</td>
<td>0.0165</td>
</tr>
</tbody>
</table>
4 Conclusion

Considered methods and algorithms practically do not depend on the form of the differential equation, its linearity, the geometry of the domain, etc. We expect that similar results will be obtained for a wide range of practically interesting problems of constructing mathematical models of real objects on heterogeneous information.
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Abstract. Ultrasound medical images are important for medical diagnose. The method allows the real-time visualization of organs of the body and it is not invasive. In this study, a comparison of reconstruction greedy search methods, used in compressive sensing, is performed. The methods and the algorithms are explained and experiments are carried out in synthetic and measured data. Result show that the orthogonal matching pursuit outperforms the other methods in the greedy search classification.
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1 Introduction

Medical images are important for the diagnose of human beings. An important area of study is the ultrasound (US) images, which have the special feature of being captured in real time. The ultrasound signals are acquired through a transducer that sends ultrasonic waves at a frequency higher than 20 kHz [1], spreading across of the body, until colliding with the soft tissues which causes the wave to be reflected.

The compressive sensing (CS) area integrates different stages such as sampling, reduction of the dimensionality, compression and optimization, and it has been used to introduce improvements in the reconstruction of these images. The CS [2–4] aims at reconstructing signals by a number of measures significantly lower than the necessary when using the Shannon/Nyquist sampling theory [5, 6]. To apply the CS to signals, a fundamental property called sparseness [7, 8] must be fulfilled.

The reconstruction of the US image is usually computationally expensive, hence, the reconstruction algorithms are an important step in CS. These algorithms are divided into five groups: Bayesian methods, convex relaxation, greedy search, non-convex relaxation and brute force [9]. In this paper, a comparison of greedy algorithms for reconstructing US images is performed. The metrics used are the structural similarity index (SSIM), which is a quality metric for measuring the similarity between the original and the recovered images and peak signal to noise ratio (PSNR).
The paper is organized as follows: Sect. 2 presents the conditions that must be met both the measurement vector and the sampling matrix to be able to apply the CS. In Sect. 3, the greedy algorithms (OMP, CoSaMP, HTP and IHT [10–13]) are explained. Section 4 provides the results of the algorithms when retrieving the US images in simulated data. Section 5 provides the results of measured data. The paper concludes in Sect. 6.

2 Compressive Sensing

The goal of CS is to reconstruct a vector \( x \in \mathbb{R}^N \) that satisfies the linear equation \( y = \Phi x \), where \( \Phi \in \mathbb{R}^{M \times N} \) is the sensing matrix and the vector \( y \in \mathbb{R}^M \) has a reduction of dimensionality with respect to the input sparse vector \( x \in \mathbb{R}^N \), that is \( M \ll N \).

Sparsity property allows to obtain compressed samples, which can be reconstructed with precision [7, 8]. A signal is sparse if it has only a few non-zero coefficients, compared to the signal length, for a vector \( x \in \mathbb{R}^N \) the sparsity can be expressed as follows:

\[
\|x\|_0 \leq k. \tag{1}
\]

A sparse vector \( x \in \mathbb{R}^N \) can be represented through with a linear combination of few coefficients of a known base or dictionary \( \Psi \). If this representation is exact then the signal is sparse.

\[
x_i = \sum_{i=1}^{n} z_i \psi_i \Rightarrow x = \Psi z \quad \text{with} \quad \|z\|_0 \leq k. \tag{2}
\]

\( \Psi \) is an array of \( N \times N \) with \( [\psi_1, \psi_2, \ldots, \psi_N] \) column vectors and \( z_i \) the sequence of coefficients of \( x \) [14]. The sparse signals can be recovered using CS if they have been contaminated with noise \( y = \Phi x + \eta \), where \( \eta \) is the noise component. In order to reconstruct the signal the Restricted Isometry Property (RIP) [8, 14] must fulfilled.

**Theorem 1** [8]. *If for any positive number \( L \) there exists a Constant Restricted Isometry (RIC) \( \delta_L \in (0,1) \), it is said that the matrix \( \Phi \) satisfies the L-order RIP, in other words,*

\[
(1 - \delta_L)\|x\|_2^2 \leq \|\Phi x\|_2^2 \leq (1 + \delta_L)\|x\|_2^2 \quad \text{for all} \quad x \quad \text{such that} \quad \|x\|_0 \leq L. \tag{3}
\]

If \( \Phi \in \mathbb{R}^{M \times N} \) satisfies RIP of order \( 2k \) implies that the distances between all vectors \( k \)-sparse are preserved. Then, the sampling matrix assign a single vector \( k \)-sparse at the same point. To recover any sparse signal \( x \in \mathbb{R}^N \), that satisfies \( y = \Phi x \) with \( \Phi \in \mathbb{R}^{M \times N} \), \( y \in \mathbb{R}^M \) and \( M \ll N \) it is required to solve the following optimization problem,
When the signal is contaminated with noise, the model of the signal becomes \( y = \Phi x + \eta \) and the optimization problem changes to solve,

\[
\min \| x \|_0 \quad s.t \quad \Phi x = y. \tag{4}
\]

where \( \sigma^2_n \) is a measure of the power of the noise. For the two cases of optimization problems to solve previously mentioned with the \( l_0 \), they are algorithms of the type NP-HARD \cite{15}. That is, solving this type of algorithms for any measurement matrix \( \Phi \) is computationally intractable.

## 3 Greedy Search Algorithms

Greedy algorithms present a simple analysis and low complexity \cite{16}. In these algorithms for each iteration the residue vector is calculated from the projection of the sparse vector on the sampling matrix (\( \Phi \)), until the stopping condition is satisfied, throwing an approximation to the original vector as output. Within this group are the Orthogonal Matching Pursuit (OMP) \cite{10} and the Compressive Sampling Matching Pursuit (CoSaMP) \cite{11}. Algorithms based on threshold methods are another variety that give us an approximation to the original vector, among them give the Iterative Hard Thresholding (IHT) \cite{13} and Hard Thresholding Pursuit (HTP) \cite{12}. The following algorithms are used to find the solution of (5).

\[
\min \| x \|_0 \quad s.t \quad \| y - \Phi x \|_2 \leq \sigma^2_n. \tag{5}
\]

3.1 Orthogonal Matching Pursuit (OMP)

The OMP is characterized by its simplicity and high speed \cite{10}. The algorithm initializes a residual vector \( r \) equal to the vector \( y \) and in each iteration the function is orthogonally projected on all the vectors that have been selected from the sampling matrix, until the stop condition is met, resulting in an approximation to the original vector. The Algorithm 1 implements the OMP.

3.2 Compressive Sampling Matching Pursuit (CoSaMP)

In each iteration, the indices of the \( 2k \)-sparse vectors for which the correlation between the sampling matrix and the residual is maximum. Subsequently, the minimum square is searched using the selected vectors of the sampling matrix. Leaving only the \( k \) largest components of this solution and updating the residual vector. When the stopping conditions are met, an approximation to the original vector is obtained. The Algorithm 2 implements the CoSaMP.

The non-linear operator \( H_k(*) \) is a hard thresholding of order \( k \) which retains the \( k \) highest absolute values of \( x \) and makes zero the remaining.
3.3 Iterative Hard Thresholding (IHT)

Thresholding algorithms use the operator $H_k(^*)$ to maintain the $k$ highest absolute values of $x \in \mathbb{R}^N$. In each iteration, a better approximation to the vector $k$-sparse is sought through the Eq. (7). Where the residue vector is projected onto the sampling matrix and added to the approximation of the previous iteration and then only the $k$ higher absolute values of the solution thrown are maintained [17]. The Algorithm 3 implements the IHT.

$$x_{n+1} = H_k(x_n + \Phi^T(y - \Phi x_n)).$$  \hspace{1cm} (7)

3.4 Hard Thresholding Pursuit (HTP)

In each iteration the residue vector is projected on the sampling matrix, the result added to the approximation of the previous iteration and the supreme of the $k$ highest absolute
values obtained is sought. Solving a minimum square taking only the selected vectors columns of the sampling matrix [18]. The Algorithm 4 implements the HTP.

Algorithm 3: Iterative Hard Thresholding (IHT)

In: \( \Phi, y, k, \sigma^2 \)
Initialize: \( r_0 \leftarrow y; d_0 \leftarrow \emptyset; j \leftarrow 0; x_0 \leftarrow \emptyset \)
while \( \|r\|^2 > \sigma^2 \) do
\( d_{j+1} \leftarrow x_j + \Phi^T r_j \)
\( x_{j+1} \leftarrow H_k(d_{j+1}) \)
\( r_{j+1} \leftarrow y - \Phi x_{j+1} \)
\( j \leftarrow j + 1 \)
end while
Out: \( x^* \leftarrow x_{j+1} \)

Algorithm 4: Hard Thresholding Pursuit (HTP)

In: \( \Phi, y, k, \sigma^2 \)
Initialize: \( r_0 \leftarrow y; d_0 \leftarrow \emptyset; j \leftarrow 0; x_0 \leftarrow \emptyset; S \leftarrow \emptyset \)
while \( \|r\|^2 > \sigma^2 \) do
\( d_{j+1} \leftarrow x_j + \Phi^T r_j \)
\( S_{j+1} \leftarrow \text{supp}(H_k(d_{j+1})) \)
\( x_{j+1} \leftarrow \arg\min_x \| \Phi_{S_{j+1}} x - y \|^2_2 \)
\( (x_{j+1})_i \leftarrow 0 \text{ for all } i \notin S_{j+1} \)
\( r_{j+1} \leftarrow y - \Phi x_{j+1} \)
\( j \leftarrow j + 1 \)
end while
Out: \( x^* \leftarrow x_{j+1} \)

Table 1 shows the RIC conditions a be fulfilled [19] for the strategy tested.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>RIC condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>OMP</td>
<td>( \delta_{13K} &lt; 0.1666 )</td>
</tr>
<tr>
<td>CoSaMP</td>
<td>( \delta_{4K} &lt; 0.4782 )</td>
</tr>
<tr>
<td>HTP</td>
<td>( \delta_{3K} &lt; 0.5773 )</td>
</tr>
<tr>
<td>IHT</td>
<td>( \delta_{3K} &lt; 0.5773 )</td>
</tr>
</tbody>
</table>

4 Results of Synthetic Data

In this investigation, the image of US of a phantom of cysts [20] was used. The image was divided into blocks of \( 8 \times 8 \) samples and the orthonormal basis of the discrete cosine transform (DCT) was used to obtain the sparse vector. The results show that as we take fewer samples it becomes more difficult to obtain a reconstructed image similar to the original one.

Table 2 shows the quantitative results of the cyst phantom. The performance of the algorithms was measured using the Structural Similarity Index Metric (SSIM) and the Peak Signal to Noise Ratio (PSNR).
Table 2. Results of the simulation using the cyst phantom [20].

<table>
<thead>
<tr>
<th>Transformed</th>
<th>Algorithm</th>
<th>(%) Coefficients</th>
<th>SSIM</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCT-II</td>
<td>OMP</td>
<td>15.63</td>
<td>0.92063</td>
<td>31.1298</td>
</tr>
<tr>
<td>DCT-II</td>
<td>CoSaMP</td>
<td>15.63</td>
<td>0.53382</td>
<td>20.2263</td>
</tr>
<tr>
<td>DCT-II</td>
<td>HTP</td>
<td>15.63</td>
<td>0.62673</td>
<td>23.8842</td>
</tr>
<tr>
<td>DCT-II</td>
<td>IHT</td>
<td>15.63</td>
<td>0.62660</td>
<td>23.8387</td>
</tr>
<tr>
<td>DCT-II</td>
<td>OMP</td>
<td>31.5</td>
<td>0.98245</td>
<td>36.3830</td>
</tr>
<tr>
<td>DCT-II</td>
<td>CoSaMP</td>
<td>31.5</td>
<td>0.74486</td>
<td>24.9654</td>
</tr>
<tr>
<td>DCT-II</td>
<td>HTP</td>
<td>31.5</td>
<td>0.87370</td>
<td>28.9667</td>
</tr>
<tr>
<td>DCT-II</td>
<td>IHT</td>
<td>31.5</td>
<td>0.87362</td>
<td>28.9565</td>
</tr>
<tr>
<td>DCT-II</td>
<td>OMP</td>
<td>50</td>
<td>0.99847</td>
<td>46.1240</td>
</tr>
<tr>
<td>DCT-II</td>
<td>CoSaMP</td>
<td>50</td>
<td>0.84211</td>
<td>27.5830</td>
</tr>
<tr>
<td>DCT-II</td>
<td>HTP</td>
<td>50</td>
<td>0.84633</td>
<td>27.9177</td>
</tr>
<tr>
<td>DCT-II</td>
<td>IHT</td>
<td>50</td>
<td>0.84606</td>
<td>27.9021</td>
</tr>
</tbody>
</table>

Figure 1 shows the original and recovered cyst phantom image. Notice that visually, the recovered images with CoSaMP (Fig. 1(b) and (g)) have dark point that are not part of the original image.

5 Results of Measured Data

Tests on measured data were performed under the same test conditions as used in the cyst phantom [20]. Table 3 shows the quantitative results using measured data.
In Fig. 2, recovered images keeping the 15.6% of the transform coefficients exhibit blocks artifacts at the edges. The recovered image using the CoSaMP presents the dark points as in the case of the Fig. 1(b). In the recovered images keeping 50% of the transform coefficients OMP does not exhibit block artifacts in the edges as the rest of the methods. However, CoSaMP, HTP and IHT methods show less speckle noise in smooth regions.

<table>
<thead>
<tr>
<th>Transformed</th>
<th>Algorithm</th>
<th>(%) Coefficients</th>
<th>SSIM</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCT-II</td>
<td>OMP</td>
<td>15.63</td>
<td>0.77571</td>
<td>25.5944</td>
</tr>
<tr>
<td>DCT-II</td>
<td>CoSaMP</td>
<td>15.63</td>
<td>0.57632</td>
<td>19.6994</td>
</tr>
<tr>
<td>DCT-II</td>
<td>HTP</td>
<td>15.63</td>
<td>0.66668</td>
<td>23.2074</td>
</tr>
<tr>
<td>DCT-II</td>
<td>IHT</td>
<td>15.63</td>
<td>0.66651</td>
<td>23.1992</td>
</tr>
<tr>
<td>DCT-II</td>
<td>OMP</td>
<td>31.5</td>
<td>0.88170</td>
<td>28.6785</td>
</tr>
<tr>
<td>DCT-II</td>
<td>CoSaMP</td>
<td>31.5</td>
<td>0.70914</td>
<td>23.2360</td>
</tr>
<tr>
<td>DCT-II</td>
<td>HTP</td>
<td>31.5</td>
<td>0.71074</td>
<td>24.4908</td>
</tr>
<tr>
<td>DCT-II</td>
<td>IHT</td>
<td>31.5</td>
<td>0.71047</td>
<td>24.4806</td>
</tr>
<tr>
<td>DCT-II</td>
<td>OMP</td>
<td>50</td>
<td>0.95891</td>
<td>32.5981</td>
</tr>
<tr>
<td>DCT-II</td>
<td>CoSaMP</td>
<td>50</td>
<td>0.80196</td>
<td>25.1387</td>
</tr>
<tr>
<td>DCT-II</td>
<td>HTP</td>
<td>50</td>
<td>0.81063</td>
<td>25.9815</td>
</tr>
<tr>
<td>DCT-II</td>
<td>IHT</td>
<td>50</td>
<td>0.81009</td>
<td>25.9670</td>
</tr>
</tbody>
</table>

In Fig. 2, recovered images keeping the 15.6% of the transform coefficients exhibit blocks artifacts at the edges. The recovered image using the CoSaMP presents the dark points as in the case of the Fig. 1(b). In the recovered images keeping 50% of the transform coefficients OMP does not exhibit block artifacts in the edges as the rest of the methods. However, CoSaMP, HTP and IHT methods show less speckle noise in smooth regions.
6 Conclusions

In this study, we compared four algorithms for the reconstruction of signals with CS applied to US images. The comparisons were made on a cyst phantom and using the SSIM and PSNR metrics. The discrete cosine transform was used to find the sparse representation of the image. The results showed that the OMP algorithm has a better performance in terms of PSNR and SSIM compared to the other algorithms in the greedy search classification. Therefore, to maintain a good image quality with fewer samples than the required using the Shannon/Nyquist theorem, the OMP results the best option algorithm.
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Abstract. The project VIRTUAL TUTORING – the virtual tutor as learning mediating artifact in online university education, is an ongoing project, with the main goal of analyzing the pedagogic impact of an anthropomorphic user interface on a typical distance learning environment targeted to support online higher education. It implies the development of 3D rigged avatars that should perform typical online tutor activities. The virtual tutor should mimic a human tutor, being a kind of emphatic interface between the student and the course module in Moodle. But more than this, the virtual tutor should give support in the learning process of the student, working as much as a guide inside the contents offered by the e-learning course. This paper gives an overview of the project present development status.

Keywords: Virtual tutor · E-learning · Avatar · Embodied pedagogical agents

1 Introduction

In this project, we want to analyze the pedagogic impact of anthropomorphic user interfaces, also named Embodied Conversational Agents (ECA) or “avatars”, on online learning (OL) environments that are based on learning management systems (LMS) and targeted for use in university level courses. The main idea behind the project is to understand how ECAs may be modeled/adapted as Virtual Tutors in LMS and make available online help and guidance to each individual student. A Virtual Tutor is analogous to a human tutor in that it can autonomously interpret each individual learning situation and effectively intervene, in face of the online knowledge domain and the student profile, in the learning process according to a given tutoring plan that encompasses a set of instructions given by the human teacher/tutor.

Generally, it is not well understood which properties an avatar must possess, in terms of its visual appearance, behavior, emotion, nonverbal expression, and function, to appropriately respond to the students’ requests and needs, when engaged in an online learning environment. In this project, an adaptable and interactive anthropomorphic interface will be implemented that is capable of supporting natural human-computer interaction, and which will be modeled as a Virtual Tutor, and evaluated for its efficiency and pedagogic impact as an online teaching-learning mediator artifact in the context of trial scenarios.
This project will encompass a set of three trial scenarios for virtual tutoring, one for each of the following areas: natural sciences; computer sciences; and social sciences. In these teaching-learning scenarios, the students will be engaged in virtual classrooms in either formal university graduation or post-graduation courses, where each student will have access to a particular instance of the Virtual Tutor. In these trials we will analyze the pedagogic impact of the application of virtual tutoring, taking special attention to the following central features:

- User-centered learning, measured in terms of the level of student autonomy within the learning process (e.g. the quality of the student’s answers/contributions that were generated by suggestion of the virtual tutor; the self-exploitation of content that followed from the virtual tutor suggestions);
- Collaborative learning, measured in terms of the level of interaction within the virtual classroom and the quality of the student intervention and participation in group activities and online discussions that clearly resulted from the direct/indirect intervention or influence of the virtual tutor’s actions;
- Teaching effort, measured in terms of the effective time spent by the human teacher/tutor to configure the virtual tutor plan, launch the virtual tutor and monitor it against the overall teaching-learning process;

It should be noticed that we conceive virtual tutoring as a complement to other actual online teaching-learning instruments/tools such are online forums, chatting, quizzes or virtual simulations. One of the main expected outcomes from this project is the design of a virtual pedagogic model for online teaching-learning that explicitly integrates application scenarios of the virtual tutors as a valuable mediating artifact/instrument.

2 Background

Kokane et al. [1] implemented a Learner Centered Design Approach of E-learning System using 3D Virtual Tutors. Further they enhanced their system using WebRTC Based Multimedia Chat system focusing especially young learners to interact with human tutors. They added live video lecture session by which students can interact with the tutor, besides the presentation of 3D virtual tutors’ narrations of articles in the text form of live transcriptions of avatars’ speech and timed quiz by which a real-life objective examination can be mimicked and thereby evaluating the performance of students. The general architecture of their system is illustrated in Fig. 1.

Soliman and Guelt [2] developed a prototype of an intelligent pedagogical (IPA) agent interacting with a learner and a learning object in natural science experiment in a virtual world while providing supporting multimodal communication abilities. The IPA has features of text chat based on the Artificial Intelligence Markup Language (AIML) and non-verbal communication abilities through gesture animation. According to them, a multimodal communication module is central to the IPA since IPA is the focal point of interaction with the learner and helps in improving engagement and believability. Figure 2 shows one of the available environments to the learners.
Currie et al. [3] developed an Avatar-based system to guide students through the materials provided by a university student employability service. Based on the assessment, they realized that some of the parts of the information provided by the Avatar were considered by the employability representative to be too long for the hearing delivery. This was a highly relevant observation, which was the crux of nature and the role of Avatar-based interfaces. Clearly, a great advantage of the avatar is the ability to guide the end user to solutions through the interaction process, and to conduct this dialogue orally, helps to give a similar tone to human-to-human conversation. The environment is shown in Fig. 3.
Online learning (OL) has grown in importance as a direct consequence of the rapid development taking place in information and communication technology (ICT). This development has pushed OL agents into finding new methods of teaching and learning that could explore the technological media to the limits that ICT could actually offer. Due to the evolution of OL, it is difficult to find a precise and current definition. Nichols [4] describes OL as “education that occurs only through the Web”, that is, it does not involve any physical learning materials issued to the students or an actual face to face contact. Pure online learning is essentially the use of eLearning tools in a distance education mode using the Web as the sole medium for all student learning and contact.” Even though this statement is still valid, OL has evolved to include aspects such as collaborative learning [5], connectivist learning [6], online participation [7], massive open online learning [8] or serious games, virtual reality or digital storytelling [9, 10].

The use of Embodied Conversational Agents (ECAs) as Virtual Tutors in real online teaching-learning scenarios is still a ground-breaking challenging since OL itself is still in its infancy. In spite of the achievements registered in the area of ECAs there is still a lack of virtual entities that can effectively give support to online teaching-learning. Very few experiments are referred in the literature. They have remained at a stage of limited demonstration and basic proof-of-concept, or expressive talking-heads where no actual pedagogic impact analysis has been carried on [11, 12].

3 Virtual Tutor Development

To start the development of the Virtual Tutor project, we made a detailed identification of the relevant requirements that it should satisfy, besides making an appraisal of existing solutions and/or approaches. In terms of pedagogical requirements, the most
significant indicated that the tutor should not be intrusive, although it should behave much as an advisor or reminder of significant activities. Because its deployment aimed to attend the requirements of the pedagogical model of University Aberta, several aspects must be regarded in order to guarantee the compliance of the Tutor’s behavior with it.

We also evaluated what technological platform might be used to develop the Virtual Tutor interaction, considering that a 3D model was going to be created to represent the physical Tutor. Unity 3D™ [13] was the first choice because of its technological characteristics, making straightforward available the development for both a desktop and mobile platforms.

Further, it was decided to develop two distinct versions of the virtual tutor: one specific to be used in Moodle platform and other to be uploaded as a mobile app. The difference between these two approaches is sensitive. The first one is supposed to work as much as an adviser of what is available inside the e-learning course, alerting the student of his lack of activity in the forums or important evaluation milestones, besides highlighting any important resource or existing topic. The second one is much more oriented to work just as a reminder of relevant things that are happening inside the course. It does not include the presentation of the Moodle platform, running as a standard alone application on the mobile platform. Presently, only the Android™ [14] system operation is able to run the app.

In both cases, there are two tutors that appear: Mary and John, two young adult people. Both were obtained by digitizing the face and the bust of two real people. This procedure was done, in order to ensure that the aspect of the avatar is the closest to the real one of a person. We assumed, that in the future, the teachers themselves can be used as the basis for the virtual 3D model creation. The Avatars has 8 basic facial

![Fig. 4. YARN environment [15]](image-url)
expressions (rigs) to express feelings such as approval, reprisal or neutrality. We also tried to make the transitions between facial expressions look as natural as possible, interpolating some casual gestures as nodding or gazing around.

The version of the virtual tutor that is available in Moodle is made up of a pop-up window with dialogs written in balloons and buttons, which allow the navigation through the area of the online course in question. You can also ask some questions to search for topic content. The color of the buttons varies depending on the activation or relevance, or a kind of post-it may appear to draw attention to something in particular in the course area.

The mobile phone version works as an app that provides warnings regularly for the student. The simulation of an empathic behavior is one of the goals in both cases, in addition to the behavior of the avatar being modulated according to, for example, the notes that the student has, their participation in forums or based on a dialogue tree defined by the teacher.

4 Conclusions and Future Work

The Virtual Tutor project is still an ongoing one. We have to work on the artificial intelligence module in order to give much more support to automatic answers according to the e-learning course content and the student’s performance. Some analytics should also be included to provide smart evaluations on students’ interactions in the e-learning course area, based on Moodle’s logs, for instance. Integration of databases used by both versions of the virtual tutor and the UAb’s Moodle environment is also one of our priorities at this moment.

Presently, we are running tests with two different groups of students from University Aberta. The students are from the first cycle of the bachelor degree in psychology and environment sciences. In order to test the present version of the tutor, usability questionnaires were developed. They focused on evaluating the simplicity or not of the end-users interaction with the tutor.

Besides these questionnaires targeting on usability issues, there were also produced others, focusing on the empathic capabilities of the tutor. We wanted to know if the student, just looking at the facial expression of it, would be able to deduce if the virtual tutor was sending a positive, negative or neutral visual signal.

Finally, at this stage, it was also a goal to find out if the elaboration of the virtual tutor’s dialogues by the teachers (real ones) was easy or not to do. Yarn Spinner, an open source implementation of the Yarn language was adopted to make dialogue in our virtual tutors (Fig. 4, illustrates the environment). It adopts a tree-node-tag approach to design the dialogue. We proposed that it was used to create dynamic dialogues to be used by the virtual tutor, according to the teacher and course needs.

The results of all these tests will help us to proceed in some corrections and enhancements of what we have accomplished so far. One of the significant goals and outputs of this project is to enrich the Moodle e-learning platform of University Aberta, and thus, to contribute to the evolution of its pedagogical learning model [16]. The continuation of the development of projects that prioritize the quality of the interaction
and attendance to the individualities of the eLearning student is a growing line in the investigations of the area inside University Aberta.
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