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Modeling of Liquid Nuclei Generation for
Field-Emission Silicon Nanocathode

Vladimir G. Danilov, Roman K. Gaydukov, Vadim I. Kretov, and Vadim Yu. Rudnev

Abstract— This paper presents the results of mathematical
modeling of heat transfer in the field emission process in a conic
cathode of small dimensions with its possible melting considered.
It is shown that the possibility of melting is determined by the
cathode vertex angle. The melting is modeled in the framework
of the phase field system using the proposed methods for the
formation of the liquid phase zone.

Index Terms— Field emission, heat transfer, melting and solid-
ification, numerical simulation.

I. INTRODUCTION

IN THIS paper, we continue to study of the field emission of
electrons, which was started in [1] and [2]. Here, in addition

to [1] and [2], we stress that the possibility of melting is
determined by the cathode vertex angle (if the upper base,
height, and applied voltage are fixed). In our model, we actu-
ally consider the effects on the interface between the solid and
liquid phases if there are such effects, the Nottingham effect,
and the Joule heat, but we neglect the radiation because of its
relative smallness. The melting is modeled in the framework
of the phase field system (the first two equations) and charge
conservation law [1], [2]

∂θ

∂ t
− k̂�θ = −1
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∂ t
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lρσe
(1)

εα̂
∂ϕ

∂ t
− εβ̂2�ϕ = 1

ε
(ϕ − ϕ3)+ χ(1 − ϕ2)(θ − θ0) (2)

div j = 0. (3)

Here, � is the Laplace operator in spherical coordi-
nates (Fig. 2); k̂ = kt0/r2

0 ; α̂ = cr0/(μlt0); β̂ = σθ0/(lρr0);
k = λ/(ρc); θ0 = cT0/ l; θ is the dimensionless temperature
related to the temperature T in Kelvins as θ = cT/ l; c is
the specific heat capacity; l is the latent heat of melting;
r0 is the characteristic length; λ is the specific thermal con-
ductivity; ε is a small parameter; χ is a parameter equal to
1/
√

2 [3]; ρ is the density; t0 is the characteristic time; k is
the thermal diffusivity; j = −σe grad� is the current density;
σe is the specific conductance; � is the electric potential;

Manuscript received January 31, 2014; revised August 29, 2014; accepted
September 26, 2014. Date of publication October 21, 2014; date of current
version December 9, 2014. This work was supported by the Basic Research
Program of the National Research University Higher School of Economics,
Moscow, Russia. The review of this paper was arranged by Editor R. Carter.

V. G. Danilov and V. I. Kretov are with the National Research Uni-
versity Higher School of Economics, Moscow 101000, Russia (e-mail:
vgdanilov@mail.ru; vadim.kretov@gmail.com).

R. K. Gaydukov and V.Yu. Rudnev are with the National Research Univer-
sity Higher School of Economics, Moscow 101000, Russia, and also with the
Moscow Technical University of Communications and Informatics, Moscow
111024, Russia (e-mail: roma1990@gmail.com; vrudnev78@mail.ru).

Digital Object Identifier 10.1109/TED.2014.2361168

Fig. 1. Scanning Electron Mircroscope (SEM) image of the nanocathode
from [7]. (a) Before melting. (b) After partial melting.

Fig. 2. Nanocathode model.

T0 is the melting temperature; and μ is the kinetic growth
coefficient. The values of these parameters used in our model
were taken from [4], [5], and [6], and are presented in Table I.

Here, ϕ = ϕ(r, φ, ϑ, t, ε) is the function of order deter-
mining the phase state of the matter: the value −1 corresponds
to the solid phase, the value 1 corresponds to the liquid phase,
and the intermediate values denote the points at where there
is no clearly determinable phase.

The cathode is a truncated cone shown in Fig. 2. The
cathode geometric dimensions (Table I) correspond to the
dimensions of the cathode used in experiments [7].

The system of (1)–(3) is supplemented with the following
boundary conditions:
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TABLE I

PHYSICAL PARAMETERS [4]–[6], GEOMETRIC DIMENSIONS [7],

AND THE PARAMETERS USED IN THE DIFFERENCE SCHEME

where (4) is the boundary condition on the cathode upper base
which models the cooling due to the Nottingham effect [8],
E is the energy of emitted electrons (7); (5) models the heat
removal from the cathode lower base, and (6) is the heat
insulation condition and the assumption that phase transaction
boundary is orthogonal to � (if exists). Here, je is the emission
current density, defined by [9]–[12]
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where k1 = (4πemekB T )/h3, Ib = −(ψ + νE4/5
F + Wg);

Ia = −(ψ + νE4/5
F ); me is the electron mass; kB is the

Boltzmann constant; h is the Planck constant; Wg is
the forbidden bandwidth; WF is the Fermi energy; ψ is
the conduction bandwidth; εSi is the dielectric permittivity of
silicon; EF is the external field; ν = 4.5 · 10−7ε

−2/5
Si ; and

ySi =
√

εSi − 1

εSi + 1

√

e3 EF

|W | , W Si
l = −εSi − 1

εSi + 1

√

e3 EF

v(y) ≈ 0.95 − 1.03y2

where e is the electron charge. The energy of emitted electrons
E is calculated by [9]

E =

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

−0.0589529 θctg(14.6137 θ), θ � θ∗

4.42871 + 0.0417038 θ

+ −21.8518 + 0.25058 θ

4.92306 + (−1 + 9.30338 θ)3.48481 , θ > θ∗.
(7)

Fig. 3. Dependence of the temperature on the cathode vertex angle �.

Fig. 4. Emission current density. The ordinate axis is logarithmic.

Here, θ∗ = 51c/ l, and n is the normal to the surface directed
from the solid phase to the liquid phase. We also note that the
term responsible for the radiation can be added to condition (4)
determining the derivative (∂θ/∂r)

∣
∣
r=R0

, but we neglect this
term because of its smallness. The external field is determined
by the voltage U = 4 V applied to the cathode.

The facts that the equations contain a large dimensionless
coefficient k̂ and a small coefficient α̂ (Table I) lead to known
difficulties, and these problems were discussed in [1] and [2].
The fact that k̂ is large and the boundary conditions imply
that the temperature and the function of order slightly depend
on the azimuthal angle (and this is confirmed by numerical
experiments). The problem under study is symmetric with
respect to the polar angle as well. The smallness of the
coefficient α̂ means that the Allen-Cahn equation (2) is almost
stationary, and therefore, to solve it numerically using a dif-
ference scheme, we assume that α̂ = 1 and perform iterations,
thus modeling the stationary state approach.

In this paper, we present the photos [7] (Fig. 1) which show
that the cathode melting zone (the area where the cathode
loses its shape) is close to the cathode vertex but does not
approach it.

All statements of this paper are illustrated by graphs.
The dimensionless temperature θ̄ shown in the plots is
θ̄ = (T − T0)c/ l, where T is the temperature in K and T0 is
the melting temperature in K. The graphs illustrate the temper-
ature on the cathode axis, and� on the graphs in Figs. 3 and 4
is half the cathode vertex angle. Since the temperature in the
cathode equalizes rapidly, its variations are small.

II. DEPENDENCE OF THE TEMPERATURE

ON THE VERTEX ANGLE

This section completes the results obtained in [1] and [2].
Here, we present the temperature dependence on the cathode
vertex angle.
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Fig. 5. Dependence of the cathode lower base temperature on the coefficient
in the boundary condition (5).

The dependence of the temperature and the emission current
on the cathode vertex angle is shown in Fig. 3. The melting
occurs at the angle value (� = 10◦) given in [7].

The computations were performed for the angles � varying
from 6 to 27.5◦, while the cathode height and the upper base
area remained constant. In this section, the temperature θ was
calculated starting from a constant θ̂ < θ0 after a hundred of
time steps. Time step is equal to 10−5. The temperature was
taken at the center of the upper base. The results are presented
in Fig. 3.

The dependence of the current density obtained in the model
on the cathode vertex angle is shown in Fig. 4.

Prior to passing to the next section, we mention some
specific features of the temperature characteristic distribu-
tion over the cathode (Fig. 6). A strong decay due to the
Nottingham effect is clearly seen on the left boundary of
graph that corresponds to the cathode upper base. The influ-
ence of the heat removal on the cathode lower base is also
noticeable, it is illustrated by the right boundary of the graph.
Fig. 5 presents the temperature significant dependence on the
small value of γ—the heat removal condition in the lower
base. The maximum of the temperature in the cathode lies
closer to the upper base, because the current density increases
as the distance to the vertex decreases, and thus the heating due
to the Joule heat also increases. Finally, the total temperature
drop is rather small, which can be explained by the large
value of the dimensionless coefficient of thermal diffusivity k̂
that leads to the temperature fast equalizing in the entire
cathode (Fig. 6).

III. FORMATION OF MELTING AND CRYSTALLIZATION

NUCLEI IN THE MODEL

We assume that at t = t0, the region is occupied by
one (solid) phase, i.e., ϕ = −1. In this case for θ �= θ0 (where
θ0 is the dimensionless melting temperature), (2) has a nonzero
right-hand side, which changes the function of order by a
quantity approximately equal to

1

α̂ε

t0+t∫

t0

(θ − θ0) dt̃ (8)

for small variations in t . We note that the values ϕ = ±1 are
stable, ϕ(1 − ϕ2) > 0 for 0 < ϕ < 1, and ϕ(1 − ϕ2) < 0 for
−1 < ϕ < 0.

Fig. 6. Temperature after the melting temperature is exceeded without
incorporating a nucleus. The extreme left point corresponds to the cathode
upper base with the coordinate r = 0.0022.

The contribution of nonlinearity into the variation of ϕ for
small t approximately has the form

1

α̂ε2

t0+t∫

t0

ϕ(1 − ϕ2) dt̃ . (9)

It is clear that the contribution of (9) due to the multiplier
ε−2 is greater than the contribution of (8). Therefore, the
nonlinearity also suppresses the influence of the temperature
small deviations for not very large values of θ − θ0, and even
in the case where the melting temperature is exceeded, the
function ϕ is still equal to −1. It is clear that such a behavior
of the solution contradicts the meaning of the modeled process.

On the other hand, it is known that the new phase formation
starts with the appearance of nuclei, i.e., some inhomogeneities
resulting in the origination of this new phase [13].

To remove the contradiction with the physical meaning,
which is a consequence of the chosen model, we propose our
own method for incorporating the nuclei, which is an external
method with respect to the phase field system. This method
differs from the method proposed in [13], where it is assumed
that the nucleus is a small volume of a new phase in the
old phase volume. We incorporate a nucleus as an unstable
state in a small volume of the old phase, or we can say that
we artificially create an unstable mushy region [14] in a small
volume of the old phase. Of course, this raises the problem
under what conditions a mushy region can be created.

For the Allen–Cahn equation with a right-hand side, which
describes the function of order, it is known that, in the case
of a homogeneous equation, the states ϕ = ±1 are stable
(this was already discussed above), and the state ϕ = 0 is
unstable. Therefore, it is natural to assume that the phase
nucleus is the region where ϕ ≈ 0. Then, as follows from
physical experiments, some nuclei cause the appearance of a
new phase and some nuclei disappear. In the case under study,
the phase nuclei have precisely such properties and the nucleus
development depends on its size.

Let us determine the conditions of the nucleus development.
In our case, the term development means that, on the interval
under study, ϕ takes a value different from the value at
the moment of the nucleus appearance. For example, if the
value ϕ ≈ 0 arises from the value ϕ = −1, then the
nucleus development means the evolution of ϕ to +1, and
its death means the evolution to −1. Therefore, the nucleus
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development conditions can be formulated in terms of the
derivative with respect to time of the integral

∫∫∫

V

ϕ(r, t) dV (10)

where V is the volume of the cathode (of the truncated cone).
We first note that

∫∫∫

V

f (r, t) dV =
∫ R

R0

r2 f (r, t) dr
∫ π

0
dφ

∫ �

−�
| sinϑ| dϑ

= 2π(1 − cos�)
∫ R

R0

r2 f (r, t) dr. (11)

The left and right boundaries of the interval of integration
are denoted by R0 and R.

Therefore, when integrating over the layers between the
cone (cathode) cross sections by spheres centered at the cone
vertex, we always obtain integrals over the radial variable
multiplied by the same constant equal to 2π(1 − cos�). It is
clear that this constant can be omitted in all terms.

The derivative of (10) with respect to t can be determined
from the balance relation. For this, we integrate the left- and
right-hand sides of the equation over the cathode volume,
consider (11), and obtain

R∫

R0

εα̂r2 ∂ϕ

∂ t
dr −

R∫

R0

εβ̂2 ∂

∂r
r2 ∂ϕ

∂r
dr

=
R∫

R0

1

ε
r2(ϕ − ϕ3) dr +

R∫

R0

χr2(θ − θ0) dr. (12)

Let us define the class of functions where the nucleus
can be chosen. As was shown in [15], the interaction of
nonlinear parabolic waves can approximately be described by
the sum of simple waves ranging in the strip from −1 to 0.
For the Allen–Cahn equation, the simple waves have the form

ϕ̂±(t, r) = −
(

1 + exp

(
3t/

√
2 ± r

βε
√

2

))−1

.

As the nuclei, we consider the family of functions that are
sums of simple waves for t = 0

ϕ= A+(A + 1)
[

ϕ̂−(0, r −(r0 + δ/2))+ϕ̂+(0, r −(r0−δ/2))]
(13)

where r0 is the nucleus center position, δ is its width, and
the constant A determines the maximal value of the nucleus,
i.e., for A > 0, the nucleus takes positive values at the point of
maximum, and for A < 0, the nucleus lies completely inside
the strip [−1, 0) (Fig. 7).

For A = 2 and a sufficiently large value of δ, such a function
is the simple representative of the gas of kinks introduced
in [16]. For A = 1, the function (13) ranges in the strip
[−1, 0), and for a small excess of the amplitude A over 1,
this function has the form shown in Fig. 7. It is natural to
assume that such a function is the liquid phase nucleus in the
solid phase.

Fig. 7. Melting nucleus, ϕ = −1 is a solid phase and ϕ = 1 is a liquid
phase, −1 < ϕ < 1 is an unstable region.

More precisely, the nucleus must satisfy the following
conditions.

1) At a temperature greater than the melting tempera-
ture, the nucleus must generally grow, i.e., as the time
increases, its maximum must attain a value close to +1
on an interval (from the standpoint of the properties of
the function of order, this means the appearance of a
melted layer).

2) When a nucleus is incorporated, the rate of the temper-
ature variation with time must remain unchanged.

Let us present our algorithm of the nucleus incorporation.
We calculate the temperature until the time moment t0 at
which it begins to the exceed the melting temperature. At this
moment, the computation stops (the process modeling is
stopped), and then it starts again with the calculated temper-
ature taken as the initial condition for θ and with ϕ given
by (13).

Using the phase field system equations, we can write the
balance equation, i.e., the expression for

d

dt

R∫

R0

r2θ dr

∣
∣
∣
∣
t=t0.

We integrate the heat conduction equation (1), consider
remark (11), and obtain

d

dt
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r2(θ − θ0) dr = k̂ R2 ∂θ
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∣
∣
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∣
r=R
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r2 t0 j2

lρσe
dr. (14)

We substitute the expression for ∂ϕ/∂ t from (12) into (14),
consider that ∂ϕ/∂r = 0 for r = R0, R, and obtain

d

dt

R∫

R0

r2(θ − θ0) dr = k̂ R2 ∂θ
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(15)
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Fig. 8. Dependence of I given by (16) on the nucleus position r0, width
δ = cδεβ, and amplitude A.

Here, we considered that the equation for the function of
order ϕ is solved by the iteration method (Section I). This
means that the equation for ϕ is solved until the deriva-
tive ∂ϕ/∂ t becomes sufficiently small. It follows from (15)
that all terms except the third are continuous at t = t0 and the
third term is discontinuous at t = t0 and its jump is equal to
the integral:

I = 1

ε

R∫

R0

r2(ϕ − ϕ3) dr (16)

where ϕ is a function of the form (13). For the continuity,
we must equate this terms with 0. Fig. 8 shows the behavior
of I depending on the parameters determining it.

For t > t0, the sum of the third and fourth terms in the
right-hand side of (15) is small, because their sum is equal to

d

dt

R∫

R0

r2ϕ dr

∣
∣
∣
∣
t=t0

and ϕ is a solution of quasi-stationary equation.
Thus, the main contribution to the right-hand side of (15) is

given by the total power of the heat sources, and the nucleus
develops if the temperature is positive.

Fig. 9. Dependence of the amplitude A on the nucleus width δ = cδεβ for
r0 = 0, 1 under the condition I = 0.

We determine the nucleus parameters r0, δ, and A starting
from the condition that the integral (16) is equal to zero. The
parameter A can be determined for given r0 and δ. Further,
it is reasonable to place the nucleus at the point of maximum
of the temperature, i.e., r0 is determined by the condition

θ(r0) = max θ(r)

at the time step after which the nucleus is added. Finally,
it is necessary to determine δ. We consider the graph of A(δ)
for a fixed r0 (Fig. 9). We observe that this dependence is
nearly hyperbolic, and for the nucleus width, it is reasonable
to take the width δ such that the amplitude A varies weakly
if this width is exceeded. Then the graph in Fig. 9 is almost
independent of the choice of r0, and for the width we can take,
for example, the value δ = 1500εβ.

We model the melting process with incorporation of the
liquid phase nucleus under the following assumptions.

The cathode vertex angle is decreased to decrease the
influence of the Nottingham effect. In this section, this angle
is equal to 11.4◦. The same effect can be obtained for the
unchanged geometry by decreasing the shape factor in the
Nottingham condition.

Moreover, the specific conductivity increases with the tem-
perature in semiconductors in contrast to metals. We assume
that this is possible in the transition to the liquid state, when
some additional electrons appear in the semiconductors due
to the breakage of the interatomic covalent bonds. Therefore,
the conductivity increases jumpwise in local melting, which
can lead to a decrease in the Joule heat. However, we could
not determined the exact value of the conductivity variation.
On the other hand, it naturally follows from general consid-
erations that a part of free electrons from the melting zone
can increase the emission current density, which implies an
increase in the Nottingham effect, i.e., in the energy carried
away by the emitting electrons. In our model, we use the
formula that describes the Nottingham effect for the electron
emission from metals but does not take account of the increase
in the flow of emitting electrons. Therefore, we introduce an
artificial shape factor, i.e., a correcting coefficient, into this
formula, which allows us to regard both of the (hypothetic)
phenomena described above, because both of them contribute
to the cathode matter cooling. This shape factor is a function
of time and is determined by a curve of the form shown
in Fig. 10, which allows us to take account of the possible
jumpwise increase in the number of electrons. A jump in the
Nottingham condition means that the cathode begins to cool
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Fig. 10. Dependence kff(t), where t∗ = t3 is the time of formation of the
liquid phase region.

Fig. 11. t0 is the time moment at which the nucleus is introduced, θ̄ is
shown in Fig. 6, and t1 > t0 is the nucleus development (Fig. 7).

down after melting, which further leads to its solidification
and disappearance of the region filled with the liquid phase.

Let us illustrate the above considerations. Fig. 6 presents
a typical graph of the temperature exceeding the melting
temperature. After several computation steps, we incorporate
the nucleus at a certain temperature so that, with the error
considered, the calculated temperature exceeds the melting
temperature. At this temperature, we incorporate the nucleus
(Fig. 11). The temperature in our algorithm is calculated from
a given function of order, and therefore, at the first moment
after the nucleus incorporation, the temperature remain almost
unchanged due to the second condition of nucleation, but its
local structure is changed and a parabolic fragment appears
(Fig. 11). Moreover, the parabolic fragment of the temperature
graph in the region between the phase boundaries is typical of
problems with interacting fronts [14]. In Fig. 12, this parabolic
fragment is smeared by the action of the Nottingham boundary
condition.

It follows from the balance relations that the nucleus
develops, as shown in Fig. 12. Finally, the nucleus becomes
the liquid phase region at time t3. After the moment of the
nucleus formation, the process of the nucleus development is
accompanied with the heat removal [described by the term
−(∂ϕ/∂ t)/2 in the right-hand side of the heat conduction
equation (1)], and this heat is spent to the phase transition in
the cathode matter, and therefore, the temperature during the
nucleus development decreases and can be even lower than
the melting temperature, just as in Figs. 11, 12.

The further modeling was performed in two versions. In the
first version, we start from the above considerations that

Fig. 12. Nucleus development: t2 > t1: the nucleus continues to grow; time
moment t3 > t2: the liquid phase region is formed completely (Fig. 7).

Fig. 13. Time moment t4 > t3: as the shape factor increases to the value
k∗

ff = 12, the temperature decreases and the liquid phase region stops to
develop; if the shape factor remains unchanged (k∗

ff = 3), then the temperature
begins to increase and the liquid phase region continues to develop.

the Nottingham effect must increase after the liquid phase
formation, which can result in further cooling and collapse
of the liquid phase region. For example, we took the shape
factor equal to k∗

ff = 12. The graphs illustrating the further
behavior of the process are shown in Fig. 13. One can see
that the temperature actually continues to decrease and the
width of the liquid phase region also slightly decreases.

The relative temperature at which the free boundary stops
and the nucleus is fractured is related to the position of the free
boundary (17). Here, r1(t) and r2(t) are the time-dependent
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Fig. 14. Time-dependence of the cathode upper base temperature and the
position of the free boundary which is the closest to the upper base.

coordinates r of the left and right free boundaries. We see
that if the maximum of the temperature lies at a greater
distance from the vertex, which is possible in the case of
strong cooling on the cathode lower base and weak influence
of the Nottingham effect, then the free boundaries stop and the
nucleus disappears at a temperature that is closer to the melting
temperature than that in the case where the maximum of the
temperature is closer to the vertex, as shown in Figs. 7–14
(i.e., for a greater curvature of the phase interface)

(

θ−θ0
)
∣
∣
∣
∣
r=r1(t)

=−β̂ 2

r1(t)
,

(

θ−θ0
)
∣
∣
∣
∣
r=r2(t)

= β̂ 2

r2(t)
. (17)

Fig. 14 shows that the free boundary moves very slowly
(it practically does not move) compared with the decrease in
the temperature, and therefore, according to condition (17),
as the temperature becomes lower than the temperature
obtained from this condition (i.e., lower than the value
θ − θ0 ≈ −0, 038), the liquid phase region begins to narrow
and finally disappears. This process is similar to that described
(for nonphysical parameters) in [1]. The slow motion of
the free boundary can be explained by the presence of the
small coefficient β2 ∼ 10−6 in the term with the Laplace
operator in the Allen–Cahn equation. Fig. 14 also shows
that the temperature first rapidly decreases because of the
nucleus growth, and then the decrease becomes slower but
still continues due to the increasing shape factor. Moreover, it
follows from the conditions under which we add the nucleus
that the temperature remains almost the same at the initial time
moment after the nucleus addition.

In the second version of the modeling, we do not change
the shape factor, and therefore, after the liquid phase region
is formed, an insignificant quantity of heat is required for
the phase transition because of the slow motion of the free
boundaries, and the temperature begins to grow (Fig. 13).
Although the temperature in the graph is less than the melting
temperature, it still increases and becomes positive in the fur-
ther modeling. In this case, the liquid phase region continues
to expand and will melt the entire cathode in the course of
time.

IV. CONCLUSION

In this paper, it was shown that the thermal characteris-
tics of the process are significantly affected by the cathode

vertex angle. The balance relations following from the phase
field system are analyzed. This balance is used to propose a
heuristic algorithm for incorporating the liquid phase nucleus
in the cathode model earlier described in [1] and [2]. In con-
trast to the preceding works, we here perform calculations with
parameters corresponding to the physical parameters of the
cathode. Despite the fact that the available experimental data
are incomplete, it should be noted that our mode contains only
one adjusting parameter, the shape factor, i.e., the coefficient in
the formula of the emission current density and one controlling
parameter γ modeling the cooling on the cathode lower base.
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