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Abstract — In our research, we study what macroeconomic 
factors drive and influence the credit cycle. Also, our study 
contains four sections with theoretical and empirical parts, in 
which we describe how to measure credit cycles for developed  
and developing countries, and then we introduce an important 
indicator credit gap. Our results show the comparative 
analysis of credit cycles between different countries with 
various economic growth, and we built up an econometric 
model, which shows us the impact of macroeconomic factors 
according to credit cycles for developing and developed 
economies. 
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I. INTRODUCTION 

Financial crises appear all around the globe. All crises 
lead to damages of stability in a particular country. If the 
crisis was a local one, or in a group of countries, the scale of 
the crisis will tend to a world one. After a crisis appears, for 
some period there can be seen a process of restructuring of 
an economy, which is accompanied by development and 
economic increase, in other words, financial boom starts.
However, the heyday cannot last forever, and a new crisis 
comes. Therefore, the main attention in this paper will be 
paid to credit cycles. The basic idea behind the credit cycle 
theory is the following: the more loans are provided, the 
higher the speed of development in real sector will be. 

This paper is aimed to solving the problem of the 
decomposition of the credit cycle. The main aim of the paper 
is to try to expand the existing knowledge of determinants of 
credit cycles in the framework of developing countries such 
as BRICS. 

There will be provided a new point of view to the 
problem, via dividing indicators of credit cycles to semantic 
groups, and finding out ones with the most explanatory and 
forecasting power. In addition, an alternative method of the 
credit gap calculation, will be  proposed. 

The paper is organized as follows: the first section is 
devoted to previous research, their main findings and 

discussion of ways in which the results will be used in our 
research. In the second part, empirical analysis will be 
presented, as well as the data used. The third section is 
devoted to the methodology of the research the specification 
of the model. Finally, theoretical discussion of the main 
results of the research and the economical interpretation will 
be highlighted and there will be suggested some practical 
applications of the findings as well as outlook of future 
research. 

II. THE HISTORY OF THE QUESTION 

A. Types of financial cycles 
The process of determining a specific credit cycle, 

inspired researchers to investigate the cyclical nature of a 
particular economy. During years of study, many different 
financial cycles were discovered. 

Major types of financial cycles are: (1) Economic cycles: 
changes in economic activity. The changes are mostly de- 
scribed by productivity of the real sector (appearance of new 
technology, changes in price of materials, political situation,  
etc.); (2) Business cycles: changes in business activity. The 
changes are mostly related to production process, and 
employment; (3) Credit cycles: changes in real sector of 
economy, depend on the amount of loans provided by 
financial institutions. 

Various analysts state that business and economic cycles 
are no more applicable to the contemporary world. The main 
reasoning behind the statement is that the manipulations of
rates by Central Banks of developed and developing 
countries, is mostly aimed to encourage people to use 
borrowed funds, depending on the state of the economy. 
Therefore, the main attention in the paper will be paid to the 
credit cycles. 

The basic idea behind the credit cycle theory is the fol- 
lowing: the more loans are provided, the higher the speed of 
development in real sector will be. The development in the 
real sector will lead to improvement in the economy as a 
whole. However, the economic growth and, especially the 
speed of changes, cause overheating. In the overheated 
economy, even more credits are provided, so the risks are
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rapidly increasing. In such cases, the probability of default of 
a borrower is rising; therefore, a crisis is likely to   appear. 

Therefore, the crucial part of the whole credit cycle story, 
is to find the most convenient and reliable ways to determine 
the point, where steady improvement and a healthy rising 
economy becomes an overheated one, which is likely to 
result in a crisis. The idea of implementation of a counter-
cyclical buffer (proposed by Basel Committee) is relatively 
new, and is implemented worldwide for the first time. 
Correct measure of the size of the buffer, directly depends on 
an accurate determination of credit cycles. 

B. Literature review 
Financial crises are the events to which all countries in 

the world, especially with developed and developing 
economies, are susceptible. The world became highly 
globalized. Therefore, the emergence of instabilities, due to 
various crises in one country, usually influence the 
sustainability of neighboring countries. This process is 
known as financial contagion. According to [3], the concept 
refers to the spread of market disturbances, mostly on the 
downside, from one country to another, a process observed 
through co-movements in exchange rates, stock prices, 
sovereign spreads, and capital flows [3]. That highlights the 
necessity to have a possibility to predict the occurrence of 
crises events. In addition, various regulatory units are 
making attempts to find an instrument that would smooth out 
consequences of a crisis, and help the exposed economy to 
recover as soon as  possible. 

The Basel Committee in December 2010 published, new 
rules, stating that a capital buffer should have counter- 
cyclical nature. The amount of the buffer is calculated 
according to the state of economy, more precisely, to the 
phase of the credit cycle. 

The process of credit cycles can be illustrated by the 
picture below (see Fig. 1). 

Figure 1. The credit cycle, from Greenwood, Hanson, Jin (2016) 

If the theory is true, the probability of a crisis arising may   
be controlled by the regulation of the amount of loans 
provided by banks and other financial institutions, and also
by government regulation of rates, for example  the  
interbank lending rate. On the other hand, the regulation may 

concern the amount of reserves held by banks. The ways are 
aimed to reduce the risks that arise with the lending process, 
especially the effects of the default of the  borrowers. 

The proposition of the Basel Committee, is that the 
amount of money reserved through creation of a counter-
cyclical buffer, should increase in good time, when there is 
an  upward trend, and lower amount of reserves are made 
during downturns. Such  an approach  will  provide  an  
opportunity   to accumulate a reasonable buffer that will be 
used in case of emergency of or  crises. 

C. Fundamental research 
The components of a financial structure, especially the 

network of payments, highly depend on financial 
intermediaries such as banks. Therefore, the efficiency, 
clarity and strategy of their policy, supremely defines such 
important parameters as amount of money in hand, relative 
volume of liquidity in the economy (which is considered as 
one of the main dimensions of stability of financial structure 
by P. H. Minsky), the riskiness of various financial relations 
(the function is provided not by regular banks, but Central 
Banks and governments) and others.  

In the research, H. P. Minsky found that the instability in 
an economy, is mainly caused by growth of contractual 
payment commitments, relative to both money holdings and 
specified money flows. The main indicators of financial 
stability are supposed to be asset prices, which are increasing 
during the good times, and ultimate liquidity. The higher the 
ratio of ultimately liquid assets, the more stable the economy   
is. 

One of the first researches of credit cycles was conducted   
in 1997 by N. Kiyotaki and J. Moore. There are two ways to 
consider the cycles: from the side of the demand for credit 
(borrower side), and of the supply of credit (lender side). The 
research is made with regard to the demand side. There are 
determined factors that influence the amount that borrowers 
need   [6]. 

The main idea of the research is that the durable assets     
can be viewed, on the one hand, as factors of production,    
and, on the other hand, as collateral for loans. Therefore, the 
demand for loans from borrowers is highly connected to the 
changes in the prices of the assets that are used as collateral 
[6]. At the same time, the demand for loans influences the 
prices. As with changes in the demand for loans, the net 
worth of the companies / borrowers  changes. 

In the paper there are several types of models, including 
different assumptions about borrowers conditions and their 
opportunities. Here, the focus will be paid to the conclusions 
made by the authors, that are applicable to our further 
research. According to Kiyotaki and Moore [6], the length of 
credit cycles is, on average, around 10 years. Moreover, 
shocks arise when prices for land and property (some assets 
that are assumed to be the base of production, and at the 
same time,  the most secure collateral), are at their peak   
value. 

Therefore, the major causative agent of shocks is the net 
worth of the borrower, or in other words, the value of assets 
and liabilities of the borrower, as well as the value of 
collateral provided. 

321



III. THE METHODOLOGY AND DATA 

A. Dependent variables  
One of the most significant questions of the whole topic    

of credit cycles is how to estimate it? The Basel Committee 
on Banking Supervision (BSBC), proposes to use Credit-to-
GDP gap figure, as the representation of a credit cycle.
According      to BSBC (2010), financial and business cycles 
are tightly connected with each other. However, financial 
cycles are longer and more turbulent than the business 
cycles. 

Partly because of the relation between the cycles, the 
Credit- to-GDP ratio starts to rise in advance, before the 
actual peak point is attained. According to the findings of 
BSBC, the Credit-to-GDP ratio tends to rise smoothly, well 
above trend before the most serious episodes [1]. This fact 
provides an opportunity to use the parameter to predict a 
crisis situation beforehand and to have enough time to 
undertake appropriate preventive actions. As the whole story 
of credit cycles nowadays is built around the necessity to 
provide a tool for ensuring  the safety and stability of the 
financial sector in distinct countries and global community, 
the predicting feature becomes  essential. 

The vast majority of research that use credit-to-GDP ratio 
as the dependent variable, try to implement some technique 
to remove non-stationarity in data under research. For the 
sake of research, a number of de-trending instruments can be 
applied. One of the most prevalent is the Hodrick-Prescott  
filter. 

In one of the most recent researches conducted within the 
framework of the Central Bank of Russia [4], emphasis is 
based on the application of Hodrick-Prescott filter, to the 
figure of credit gap. Credit gap is calculated according to 
findings [2], as the deviation of Credit-to-GDP ratio from its 
long-term trend. The filter is aimed at removing long-term 
trends from the time series. The results attained in the 
research point out that the method is quite valid in the 
framework of data used in the research (quarterly data of 5 
developing  economies). 

B. Independent variables  
As the dependent variable has been discussed previously 

the next thing to be determined is the approach to the essence 
of independent variables. Each and every paper checks the 
validity of different groups of parameters, trying to find the 
most reliable and applicable in a real life model. 

There are two most common ways to split independent 
variables into groups: 

Variables that determine supply and demand [4] 
which compared the explanatory power of demand 
variables and supply variables; or the research made 
by N. Kiyotaki and J. Moore who estimated only the 
demand side of the question); 
Microeconomic and macroeconomic variables [7] 
who estimated a model using both micro and macro   
data). 

However, some research goes further and add such 
groups as: 

(1) Bank variables (bank lending conditions);  
(2) Global variables;  
(3) Financial market variables;  
(4) Variables concerning markets, connected to the 

banking sector. 
For the purposes of our further research, the most 

convenient way to discuss the main outcomes of a number of 
researches  is to hold the most relevant independent variables 
in semantic groups. As in the framework of my research, the 
main attention will be paid to the supply side of the topic: 
banks and control units (such as Central Banks and 
governments). The variables will be split into groups.

Starting from the most comprehensive variables let us 
look at macro ones on a global  level. 

The class of variables is not very thoroughly researched, 
as such variables are not very often added into models under 
consideration. To the group, there may be added such 
variables as EMBIG spread, volatility of SP500 returns and 
default spread of a certain type of company (BBB rated 
corporate bonds). Therefore, these are the variables that 
characterize the financial market as a whole - its riskiness 
and overall condition. Mostly, such variables appear to be 
highly significant in models, and their signs fulfill 
expectations.  However, after some robustness checks were 
conducted, some variables lose their significance, for 
example, volatility of SP500  returns. 

C. Methods applied 
In the vast majority of research of the topic, there are so 

many approaches for estimation a model: OLS (Ordinary 
Least Squares), probit and logit regressions. During the 
research analysis the most convenient and reliable models 
that can be assumed: from probit regressions with binary 
dependent variables to OLS linear regressions. Both types of 
models are especially useful for regression method of 
analysis. If the main aim of a research is to construct a model 
that will detect significantly high points of the credit cycle, 
as it is mentioned in the papers [5], the construction of  a
probit or a linear regression model is justified. On the other 
hand, if the purpose  of an investigation is determining the 
credit cycle and finding linear relations between the 
independent and explanatory variables, a simple OLS 
regression may provide more reliable and significant results. 

After the regression analysis, the obtained results should 
be conducted. As it was mentioned in subsection above, the 
threshold method may be used here. This method provides a 
tool to determine periods of significant increase or decrease 
of the variables, which are under considerably significant for 
illustration and description purposes. 

D. Most important indicators and variables 
For the finding process of the dependent variable, we will 

be guided by the propositions of Basel Committee. As the 
dependent variable, we used the change of Credit-to-GDP 
gap (the credit gap). 

All calculations were conducted stating to the 
recommendations of Basel Committee (Basel Committee on 
Banking Supervision, 2010). The dependent variable was 
evaluated in two steps:  
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1st step is the calculation of the Credit-to-GDP ratio (R). 
Formula (1) shows the calculation: 

 R anking Loansi / GDPi)

where banking loans – is the total amount of funds provided 
to private sector by banks.

Under the condition of the perfect information, the all-
statistical figures include all types of banking loans provided 
by commercial banks to private households and firms from 
BRICS countries.

According to the BIS (2010) [2], the definition of the 
credit gap and its significance in the forecasting of 
instabilities in the banking sector, we clean up the real 
figures from “noisy” effects. This approach ensures the 
accountability of potential stress.  After this, we did the 2nd

step of our iterations of the collected data and calculate the 
credit gap with trend: 

G = R – Trend (2) 

where trend – is the figure of long-term noise from the 
Credit-to-GDP ratio. Trend (G) is calculated as an average of 
historical values of R.  

The Hodrick-Prescott filter was used to improve the 
reliance of the figures as it assigns higher weights for our 
observations. However, pros and cons of the filter are largely 
discussed in literature (the discussion was highlighted in [2, 
3]).  

The other method that we implemented to assign the 
weights of the credit gap to our calculations – was based on 
the method of weighted historical simulation. This method in 
general is used for evaluation of Value-at-Risk. However, the 
approach for determining most relevant weights may be used 
in the calculation of trend of the actual figures of credit gap. 
This approach helps us to assign more weights and to obtain 
recent observations, and does not crucially depend on the 
size of our sample used, there were no problems with the 
periodicity of data. The weights are estimated according to 
the following formula (3): 

Calculation of weights for the Hodrick-Prescott filter: 

 wj = (1 – q) / (1 – qT), j = 1, …, T, 0 < q ≤1 (3) 

where T is the sample size and q is the subsidiary 
parameter.  

Although there is no proper guidance of estimation of 
parameter q, usually the parameter takes values from 0.95 to 
0.99. In our research, the value of q is assumed to be 0.95. 
Therefore, according to the applied methods of different 
weights, we found that the figures are exponentially 
declining with observations that are more distant.

E. Database 
For the research, there were used quarterly data from 

BRICS countries. The time period was determined by the 
availability of data. For the Brazil this period contains data 
from 2002 - 2015, for Russia: 2004-2015 and for the rest 

countries – from 2000 - 2015. The data for dependent 
variable (the credit gap) was calculated according to the 
recommendations of the BIS. 

The following figures (the graphs from 2 to 6***) show 
the dynamics of credit cycles in BRICS countries. This can 
be explained by the distinct patterns of economic, political 
and social development of the countries. The most 
interesting example is the case of China. For the last several 
years, China is holding title of a country with the fastest 
development. For the last 5-8 years the growth of GDP in 
this country varied from 7% to more than 9% per year. 
Today it is the second largest economy in the world (after the 
USA). Also, China is one of the biggest investment centers 
in the world. Near 10% of all global investments concentrate 
in China.  

Figure 2. Credit gap for Brazil, 2002-2015. 

Figure 3. Credit gap for Russia, 2002-2015. 
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Figure 4. Credit gap for India, 2002-2015. 

Figure 5. Credit gap for China, 2002-2015. 

Figure 6. Credit gap for South Africa, 2002-2015. 
*** Note: graphs based on authors’ calculations. 

IV. EMPIRICAL RESULTS 

A. General trends 
The obtained results during panel analysis of Brazil, 

Russia and India show the following dependence of the 
credit gap from explanatory variables (see table 1). 

TABLE I. RESULTS FOR BRICS COUNTRIES

Cluster Variable Coefficient Cluster 
coefficient

Banking ROA -0.04 -0.04
Macro country Inflation 0.25 0.1

GDP per 
capita

-0.15

Macro world Oil price -0.07 -0.5
USDX -0.4

FRS rate -0.03

Source: Author’s calculations  

Only significant variables at level of 1,5 and 10 % are presented in the table above.  

All three clusters of variables are significant for countries 
with emerging economy. However, not all the variables were 
approved by their signs. There are also some contradictions 
with the expectations of signs.  

Firstly, ROA was the only significant banking variable 
for the all countries with emerging economy. The change of
Return-on-Assets coefficient reflects the efficiency of usage 
of assets by the company/ borrower. In our research, the 
ROA coefficient shows the influence of the banking sector of 
the BRICS countries. Therefore, this variable state for the
inefficiency of the banking sector and has a negative impact 
on the economy.  

Secondly, we have to note that the development of the 
banking sector in emerging economies is a very challenging 
problem. According to the IMF analytics, there are three 
groups of problems. First problem is the problem of the 
banking regulation. In developing countries, the banking 
system is highly regulated and controlled by various 
government units. Besides that, there also appear the Basel 
standard and its requirements which are also needed to be 
implemented for the banks. This gives an opportunity for the 
banks from BRICS countries to operate not only on a 
country level but also on the global market.

Thirdly, the increase in the banking competition was 
taken place. The commercial banks in emerging economies 
have to compete not only with each other, but also with the 
foreign-owned banks [ 9, 10]. The foreign-owned banks are 
primarily the leaders in the banking and lending sector in the 
BRICS countries (for example, Citigroup (USA), HSBC 
(UK), BNP Paribas (France), UniCredit (Italy).  

However, for the Chinese banks this effect is not so 
evident, and the Chinese banking sector is highly developed 
among the BRICS countries. For example, such global banks 
as Industrial and Commercial Bank of China (ICBC), China 
Construction Bank Corporation and Agricultural Bank of 
China are the top three banks in the world by the amount of 
assets for the last decade [ 14, 15].  

The fourth group of problems is proposed by the 
increasing of the operational costs. The banking operational 
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costs are highly influenced by inflation (which is found to be 
also significant in our research). That can be illustrated by 
the indexing of wages of the banking employers and others.
Therefore, as the emerging economies are highly susceptible 
to inflation, the wages are also noticeably increasing.  

Because of these problems, which banks facing in 
emerging countries, the most efficient and largest banks in 
the BRICS countries are often government-owned banks and 
the foreign banks. For the fact, in Brazil – the second largest 
bank by the amount of assets, is a government-owned bank 
and in top-10 banks there are three foreign banks: Santander 
(Spain), HSBC (UK) and Citibank (USA). In Russia –  the 
top four banks have government participation, and in top-10
banks there is a bank with foreign participation – UniCredit 
bank (Italy). In India – the largest bank is mixed: with 
government-owned and foreign (initially British) 
participation, and at least the 33 foreign banks are operating 
in India and they own 8.6% of all investments in the country.  

Macro-country cluster variables: (1) The inflation 
problem: this parameter is very interesting and fully meets 
our expectations. It is significant and the sign of the 
coefficient is positive. The obtained results fully support the 
findings of previous research [4], which found out the 
significance of the inflation parameter, the unemployment 
rate and others; 

(2) The GDP per capita is found to be significant, 
however, despite our expectations, the coefficient is 
negative. We consider that the increasing of the GDP per 
capita shows the uprising trend of the economic cycle. The 
economic cycle, as it was mentioned in the beginning of this 
paper, relates to changes in business activity and it is 
determined by the productivity and its output. That depends 
on production process, costs  and also on the employment 
rate. However, we found that the credit gap and GDP per 
capita, from the statistical point of view, correlates with one 
another. The smallest increase in GDP per capita leads to the 
decrease of the credit gap, and shows the downshifting of the 
credit cycle. Therefore, the negative relationship between 
these two variables is fully confirmed;  

Macro-world cluster variables: (1) The oil price, as well 
as the rest variables of this cluster is found to be significant. 
However, the dependence is negative, while the expected 
sign is positive. The reasoning for the negative coefficient is 
the same as for the negative coefficient of the GDP per 
capita factor. Two countries, Russia and Brazil are in the top-
10 countries extracting oil (according to the statistical 
information provided by IMF) and the export of oil is one of 
the largest part of GDP for both countries. The higher the oil 
price leads to the higher volume (in money equivalent) of the 
exports. In other words, the oil price and GDP growth of a 
country are positively correlated. However, the higher GDP 
negatively influences the credit gap. We also find an 
exception for this, for example – the India itself is not a 
substantial exporter of oil, has a positive coefficient of oil 
price changes. However, as the countries under consideration 
are mostly large exporters of oil and the significance of this 
parameter differs. 

B. Country specific trends  
BRAZIL

TABLE II. RESULTS FOR BRAZIL

Cluster Variable Coefficient Cluster 
coefficient

Banking Capital to Assets 
ratio

-1.755 -1.755

Macro 
country

GDP per capita -0.703 -0.944
Unemployment -0.241

Source: Author’s calculations

In our analysis of Brazil, the best explanatory power had 
a model including only Banking and Macro country clusters 
of variables. Macro-world cluster of variables did not add 
significance and explanatory power to the model.  

In the table 2 above, there are presented variables which 
are significant in the country-specific panel model and 
mostly explain the dependence of the credit gap.  

(1) Banking cluster variables: In the model the CAP 
(Capital-to-Assets ratio) has more explanatory power than 
the ROA-coefficient, which is significant for all emerging 
countries. This dependence is negative, as it is was initially 
expected. In Brazil, unlike most countries with emerging 
economies, exists one of the healthiest form of the banking 
competition. The two banks of the top are not government-
owned unlike, for example, Russia.  

(2) Macro-country cluster variables: The GDP per 
capita: is significant for Brazil model, however the sign 
coefficient does not correspond with our expectations of the 
signs. As it was discussed in previous part, the coefficient 
may be negative due to non-economic reasons.  

The level of unemployment is the second significant 
parameter from Macro-country cluster variables for Brazil. 
The impact of the variable is comparatively large and its 
negative. 

The negative sign of the coefficient corresponds our 
expectations. In Brazil, the social support is not well-
developed, therefore, people are not so confident in their 
nearest future. The smallest increase in the unemployment 
rate aggravates the uncertainty of people’s living conditions. 
Therefore, the impact of the factor to credit cycle is crucial.  

RUSSIA

TABLE III. RESULTS FOR RUSSIA

Cluster Variable Coefficient Cluster 
coefficient

Banking ROA -0.069 0.609
Capital to Assets

ratio
-0.678

Macro 
country

Inflation 0.295 0.295

Source: Author’s calculations

According to the analytical research conducted in the part 
2, the best explanatory and forecasting power has a model 
including variables of Banking and Macro-country clusters. 
In the table 3 above, there are factors that are country 
significant.
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(1) Banking cluster variables:  The ROA and CAP 
coefficients negatively influences the credit gap. 
Additionally to the discussion, presented in subsection A, 
where we consider these variables to be negative because of 
economic reasons.

The sign of the ROA coefficient may reflect the 
additional country risk bearing by Russian banks. There is 
supposed to be an additional return to compensate the 
country risk and high counter-cyclical buffer. Therefore, the 
higher return on assets in the Russian banking sector reflects 
higher risks and leads to increasing the financial instability 
of the system. Therefore, this negatively influences the credit 
gap.  

The CAP shows the stability of the Russian banking 
system. The negative relationship states for the unidirectional 
changes in the independent and dependent variables. The 
increase in the CAP reflects to the more stable situation in 
the Russian lending market. Therefore, the supply side of the 
market for borrowers becomes more solid and resistant to 
external stresses.  

According to the obtained data and regression results, the 
effect of the CAP change is stronger than the effect of 
change in the ROA. The overall banking cluster effect was
expected to be positive rather than negative [15]. 

(2) Macro-country cluster variables: The sign of the 
inflation variable corresponds with our expectations. 
Therefore, according to the historical data, the effect of the 
inflation is mostly positive. The uprising inflation leads to 
the expansion of the Russian economy. However, this 
monetary effect is limited in time as in case of too high 
inflation rate, the Russian economy will become overheated 
and this effect will impact from the increasing process of the 
devaluation of national currency and can lead to the new 
economic and production crises events.

INDIA

TABLE IV. RESULTS FOR INDIA

Cluster Variable Coefficient Cluster 
coefficient

Banking ROA -0.129 0.791
Capital to Assets ratio 0.92

Macro 
country

Inflation 0.186 -1.877
Unemployment -2.063

Source: Author’s calculations

The case of India is very similar to the results of Russia. 
For India, also the best explanatory power has a country-
specific panel model including only two clusters of variables: 
Banking and Macro-country clusters. The only difference 
from Russia is the significance of unemployment variable.  

(1) Banking cluster variables:  Concerning such variables 
as ROA, CAP and inflation, the reasoning behind their 
significance and the expected sign of the corresponding 
coefficients is the same as for Russia. However, the 
unemployment variable is described in more details below.  

(2) Macro-country cluster variables: Unemployment 
seems to be a crucial variable for India case it has a great 
impact on the credit cycle. As the country has the second 
largest population in the world, social and demographic 
variables are expected to influence all spheres of life a lot 
and the economic sphere is not an exception.  

The social support in India is quite low, so the life 
expectations about future is expected to be comparatively 
low. Therefore, the additional social instability and stress 
rapidly increases the uncertainty of the population of this 
country, which is shown in the uprising of unemployment 
rate. Consequently, in India people and companies are not 
willing to take any banking loans. The effect on credit cycle 
is negative.  

CHINA

The obtained results for China in our research demand a 
special approach for discussion. None of the combinations of 
clusters proposed a country-specific model that would be 
significant enough and have a good explanatory and forecast 
power. We find that the only way to get a significant model 
is to separate data for two periods: before 2009 and after 
2009. In this case, only a country-specific model including 
all three clusters shows an adjusted R2 higher than 0.45 
level. However, still in the model there is only one variable, 
which arises to be significant, is the CAP. The variable has a 
positive coefficient of + 1.42.  

This country needs a deeper research to get true 
arguments to explain the obtained results and to make any 
conclusions according the main subject matter of our study.

There can be presumed several reasons for the obtained 
observations. Firstly, China differs from other BRICS 
countries in political structure. Chinese People’s Republic is 
a socialist state. Since 1949 the ruling party is the 
Communist Party of China.  

The political structure straightly influences the economic 
sector in China. Officially, the economical structure of China 
is called “socialism with Chinese characteristics”. The 
structure is based on scientific socialism and economic 
theory. This undermines a significant participation of 
government in economic sector, however, at the same time, 
there are some characteristics of market economy.  

The determination of future development of economics is
performed by the Communist Party on the base of five-year 
plans. Nevertheless there exist some special economic zones 
with free market trading.  

All the reasoning leads to a supposition that the factors 
that can be applied for explanation of interdependences in 
market economies cannot be employed to the Chinese 
economic structure. In the country there are expected to be 
highly significant political effects in line with the economical 
ones.   

The other supposition of a reason that could lead to the 
insignificance of models in the conducted empirical research 
is the data used. According to several sources, the economic 
statistics provided may not reflect the true statistical figures.
The article provided by Federal Reserve Bank of St. Louis 
states that “due to the country’s complex economy and 
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challenges posed by the transition from a command economy 
to a market economy, China’s economic statistics remain 
unreliable” [13]. As the FRED databases were one of the 
main resources of data, it can be assumed that the data is 
biased. Therefore, the results from Chinese model are 
expected to be unreliable and inaccurate.  

SOUTH AFRICA

TABLE V. RESULTS FOR SOUTH AFRICA

Cluster Variable Coefficient Cluster 
coefficient

Banking ROA -0.364 -0.955
Capital to Assets 

ratio
-0.591

Macro 
country

Inflation -0.162 -0.162

Macro world FRS rate -0.087 -0.087
Source: Author’s calculations

South Africa also needs to be considered in more details,
so we could be able to provide results that are more reliable.
However, according to the data, later the middle of 2008, 
there can be proposed a significant model. The model 
includes all three clusters of variables. The variables that are 
significant are presented in the table 5 above. There should 
be noticed the fact that after mid-2008 there were not 
observed any crucial economic crises except the 2009. 
Therefore, there is a large downturn trend during the whole 
sample of the country panel data.

According to the fig. 6, during the whole period of the 
sample there can be sighted only one crisis, and therefore, for 
the reliable results the sample should be widened to include 
more types of these events.  

However, the variables presented in the table 5 are 
appeared to be significant for the bigger sample. The 
empirical research showed that in various combinations of 
clusters they mostly stay significant (especially CAP,
inflation rate and FRS rate). Despite that, the coefficients are 
expected to change their signs on the longer periods of 
observations.  

C. Practical recommendations and future research 
In countries such as Russia and other developing 

economies the application of Basel recommendations plays, 
among other factors, a significant role. As the countries bear 
their country risk, they overcome problems of asymmetric 
information and implement the Basel requirements. 

According to the resent Basel rules and 
recommendations, there should be implemented a counter-
cyclical buffer relatively to the credit cycle. Therefore, the 
credit cycle needs to be accurately defined. 

In this research, the weighted historical simulation 
method was applied to determine the credit gap. According 
to the fig. 2 – 6, that illustrates the obtained values, there can   
be seen that this variable is sensitive not only to economical 
events, but also to political and social ones. 

The financial recessions caused by mixed political, social 
and/or economical events are mostly much milder than the 

ones caused solely by economical events. Also, the political 
events cannot be predicted by economic factors. 

On the other hand, the financial strength to overcome a 
great recession initiated by economic events are expected to 
be large. The constant lack of banking loans would stop the 
financial activity of the banking system. Therefore, the 
counter-cyclical buffer should be mostly calculated for the 
case of appearance of economic crises. 

The first step is to calculate accurately the credit cycle,
and then – to determine the specification of significant 
factors. From our authors’ point of view, our research based 
on the three aspects, which were determined as follow: the 
banking system, the macroeconomic conditions of a country 
and the global economy of the world. As it is shown for 
emerging economies, the most crucial variables come from 
the banking system and economic conditions of a country.
However, this is not enough to provide   a proper forecast for 
the financial crisis events and, accordingly, for the necessary 
calculation of counter-cyclical  buffer. 

The second step of our research undermines the 
determination of the credit cycle and when to determine the 
economic conditions which may show the overheating and, 
therefore, to find the closest point of arising economic crisis 
events. 
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V. CONCLUSION

For the of stability of banking system in a country and to 
minimize the losses incurred by financial institutions during 
crises, Basel Committee proposes to use a counter-cyclical 
buffer with its correspondence to the phases of the credit 
cycle. This research is aimed to provide a contribution into 
the understanding of the nature of the credit cycle in BRICS 
countries with emerging economy. The novelty that was 
introduced in our research affects both the dependent 
variable and the explanatory variables. There was proposed 
an alternative method of evaluation of the credit gap. The 
method of weighted historical simulation provides 
calculations of the credit gap. This method provides explicit 
results; however, it is simpler for practical application than 
the classic approach of using the Hodrick-Prescott filter. 

Finally, we imposed a new view on explanatory 
variables, which was presented in section 3. There was 
proposed a cluster analysis and three clusters were evaluated: 
Banking, Macro-country and Macro-world. For the BRICS 
countries and their country-specific models include mostly 
Banking and Macro-country clusters, which have the best 
explanatory and forecasting power. 

According to the obtained results in our research, the 
BRICS countries have different sets of factors appearing to 
be significant for determination of credit cycles. Therefore, 
in future research the results may be improved by the 
investigation of the countries separately and by the 
enlargement of sample observations in time. 

This research provides a view on the determination and 
calculation of the credit cycle. However, for the proper 
forecasts of future changes of the credit cycle and occurrence 
of the financial crises there should be conducted further 
research. The unobserved values of the parameters and their 
impact on the credit cycle needs to be evaluated. 
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