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Abstract. In this work, we investigate Batch Normalization technique
and propose its probabilistic interpretation. We propose a probabilistic
model and show that Batch Normalization maximizes the lower bound
of its marginal log-likelihood. Then, according to the new probabilistic
model, we design an algorithm which acts consistently during train and
test. However, inference becomes computationally inefficient. To reduce
memory and computational cost, we propose Stochastic Batch Normal-
ization — an efficient approximation of proper inference procedure. This
method provides us with a scalable uncertainty estimation technique. We
demonstrate the performance of Stochastic Batch Normalization on pop-
ular architectures (including deep convolutional architectures: VGG-like
and ResNets) for MNIST and CIFAR-10 datasets.
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1 Introduction

Deep Neural Networks have demonstrated state-of-the-art performance on many
problems and are successfully integrated in real-life scenarios: semantic segmen-
tation, object detection and scene recognition, to name but a few. Usually the
quality of a model is measured in terms of accuracy, however, accurate uncer-
tainty estimation is also crucial for real-life decision-making applications, such as
self-driving systems and medical diagnostic. Despite high accuracy rate, DNNs
are prone to overconfidence even on out-of-domain data.

The Bayesian framework lends itself well to uncertainty estimation [8], but
exact Bayesian inference is intractable for large models such as DNNs. To address
this issue, a number of approximation inference techniques have been proposed
recently [IT3]. It has been shown that Dropout, a well-known regularization
technique [I0], can be treated as a special case of stochastic variational inference
[59]. Also [I] showed that stochasticity induced by Dropout can provide well-
calibrated uncertainty estimation for DNNs. Multiplicative Normalizing Flows



[7] is another approximation technique that produces great uncertainty estima-
tion. However, such complex method is hard to scale to very deep convolutional
architectures. Moreover, recently proposed Residual Network [2] with more than
a hundred layers does not have any noise inducing layers such as Dropout. This
type of layer leads to a significant accuracy degradation [2]. This problem can
be addressed by non-Bayesian Deep Ensembles method [6], which provides com-
petitive uncertainty estimation, but it requires to store several separate models
and perform forward passes through all of them to make prediction.

Batch Normalization [4] is an essential part of very deep convolutional archi-
tectures. In our work, we treat Batch Normalization as a stochastic layer and
propose a way to ensemble batch-normalized networks. The straightforward tech-
nique, however, ends up with high memory and computational cost. We, there-
fore, propose Stochastic Batch Normalization (SBN) — an efficient and scalable
approximation technique. We show the performance of our method on out-of-
domain uncertainty estimation problem for deep convolutional architectures in-
cluding VGG-like, ResNet and LeNet-5 on MNIST and CIFAR10 datasets. We
also demonstrate that SBN successfully extends Dropout and Deep Ensembles
methods.

2 Method

We consider a supervised learning problem, with a dataset D = {(z;,3;)} ;. The
goal is to train the parameters 6 of the predictive likelihood pg(y | ), modelled
by a neural network. To solve this problem stochastic optimization methods with
a mini-batch gradient estimator usually are used.

Batch Normalization Batch Normalization attempts to preserve activa-
tions of all layers with zero mean and unit variance. In order to do that it uses
the mean p(B) and variance o2(B) over the mini-batch B during training and
accumulated statistics on the inference phase:
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where ~, 8 are the trainable Batch Normalization parameters (scale and shift)
and € is a small constant, needed for numerical stability. Note that during train-
ing mean and variance are computed over a randomly picked batch (u(B), o(B)),
while during testing the exponentially smoothed statistics (j1, 62) are used. We
further address this inconsistency by proposed probabilistic model.

Batch Normalization: Probabilistic View Note from that forward
pass through the batch-normalized network depends not only on x; but on the
entire batch B as well. This dependency can be reinterpreted in terms of mini-
batch statistics u(B),o(B):

Po(yi | i, B\i) = po(yilzi, u(B), o(B)), (2)



where By ; is a batch without x;. Due to the stochastic choice of mini-batches dur-
ing training, for a fixed x; B\; is a random variable, so mini-batch statistics can
be treated as a random variables. The conditional distribution pg (i, o |2, By;)
is the product of two Dirac delta functions, centered at u(B) and o(B), since
statistics are deterministic functions of the mini-batch, and the distribution of
mean and variance given x; is an expectation over mini-batch distribution. Dur-
ing inference we average the distribution py(y|z, u, 0?) over the normalization
statistics:

PG(M, 0“%1) = EB\i 5M(B) (M)ao(B)(U) Pe(y|x) = Epg(u,o\:c)p(mxa Hy U) (3)

Connection to Batch Normalization In Sec. 3| we show that during
training Batch Normalization performs the unbiased one-sample MC esti-
mation of a gradient of a lower bound to the marginal likelihood . Thus, such
probabilistic model corresponds to Batch Normalization during training. How-
ever, on test phase Batch Normalization uses exponentially smoothed statistics
Eu =~ i,Ec = &, which can be seen as a biased approximation of :

Epg(,u,ﬂmi)p(yilxi, Hs U) ~ pg(y|x, Eu, EU)

Straightforward MC averaging can be used for better unbiased estimation
of , however, it is inefficient in practie. Indeed, to draw one sample from the
distribution over statistics we need to pass an entire mini-batch through the
network. So, to make MC averaging for single test object, we need to perform
several forward passes with different mini-batches sampled from the training
data. To address this drawback we propose Stochastic Batch Normalization.

Stochastic Batch Normalization To address memory and computational
cost of straightforward MC estimation, we propose to approximate the distribu-
tion of Batch Normalization statistics pg(u, o | ;) with a fully-factorized para-
metric approximation pg(u,o | z;) = r(u)r(c). We parameterize r(p) and r(o)
in the following way:

r(n) = N(ulmy,s;) r(0) = LogN (0]m,,s}) (4)
Such approximation works well in practice. In Sec. [4] we show that it ac-
curately fits the real marginals. Since approximation no longer depends on the
training data, samples for each layer can be computed without passing the entire
batch through the network and it is possible to make prediction in an efficient
way.
To adjust parameters {my, s,, My, S, } we minimize the KL-divergence be-
tween distribution induced by Batch Normalization and our approximation
r(u)r(o) for each object:

Dx1, (1/NZ£\;1p9(u,a | 2;) Hr(u)r(a)) —  min

MpySp,MosSo
Since r belongs to the exponential family, this minimization problem is equal

to moment matching and does not require gradients computation. In our imple-
mentation we simply use exponential smoothing to approximate the sufficient



statistics of mean and variance distributions. It can be done for any pre-trained
batch-normalized network.

3 Lower bound on marginal log-likelihood

In Sec. 2] we propose the probabilistic view on Batch Normalization which models
marginal likelihood py(y|x). In this section we show that conventional Batch
Normalization actually optimizes a lower bound on marginal log-likelihood in
such probabilistic model. So the goal is to train the model parameters 6 given
training dataset D = {(z;,9;)}Y,. Using Maximum Likelihood approach we
need to maximize the following objective £(0):
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However, the term logE,, » po(yi|2, 1, o) is intractable due to the expectation
over statistics. We, therefore, construct a lower bound of £(6) using the Jensen-
Shannon inequality:

N N

['BN(Q) = Z ]Eu,a log pe (yz|xz7 s U) < Z log E,u,a Do (yz|x17 122 U) = E(H) (6)
i=1 i=1
To use gradient-based optimization methods we need to compute gradient
of Lpn(f) w.r.t. parameters §. Unfortunately, distribution over p, o depends
on # and, therefore, we cannot propagate gradient through the expectation.
However, we can use the definition of py(u, o|x;) from Eq. and reparametrize
expectation in terms of mini-batch distribution:

E;A,o Inge(yim‘i;,uvU) = /pH(,uao'pji) logpe(yi|xi7Uv a)d,uda
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Since distribution over mini-batches does not depend on €, we now can prop-
agate the gradient through the expectation and use MC approximation for an
unbiased estimation. During training Batch Normalization draws mini-batch B
of size M and approximate the full gradient V.Lpn(6) in the following way:

M
A N
VLpn(0) = i ZVlogpg(yﬂxi,u(B))

i=1



Note that Batch Normalization uses the same mini-batch B to calculate
statistics as for gradient estimation. Taking an expectation over mini-batch B,
we can actually see that such procedure performs an unbiased estimation of

VL(O):

M
. N
EgVLpn(8) = Vi Z VEg log po(yi|zi, 1(B))
1=1
=N- VEB 10gp0(9i|$i7 M(B)a U(B))
= N - VE,,Eg,, log pg(yi|xi, n(B), 0(B))

N
=V Z Eg, ; log pe(yi|zi, w(B), o (B))

i=1
= VLen(8)
So Batch Normalization produces an unbiased gradient estimation of V.L(6)

during training and can be seen as an approximation for inference in proposed
probabilistic model.

4 Statistics distribution approximation
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Fig.1: The empirical marginal distribution over statistics (blue) for convolu-
tional LeNet-5 layers and proposed approximation (green). Top row for mean
distribution and bottom for variance.

For computational and memory efficiency we propose the following approx-
imation for the real distribution over the batch statistics, induced by Batch
Normalization:

r(u) = N (u|my, s7) r(0) = LogN (omy, s3) (7)

According to our observation, the real distributions are unimodal Fig[l} Also
the Central Limit Theorem implies that the means converge in distributions to
Gaussians, therefore we model this distribution using a fully-factorized Gaussian.
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Fig.2: The empirical marginal distribution over statistics (blue) for fully-
connected LeNet-5 layer and the proposed approximation (green). Top row cor-
responds to the means, and the bottom row corresponds to the variances.

While the common choice for the variance is Gamma distribution, we choose the
log-normal distribution, as it allows for a more tractable moment-matching. Also
as we show in Figures [I| and [2] the log-normal distribution fits the data well.

To verify the right choice of parametric family we estimate an empirical
marginal distributions over y and o2 for LeNet-5 architecture on MNIST dataset.
To sample statistics from the real distribution we pass different mini-batches
from training data through the network. We use Kernel Density Estimation to
plot the empirical distribution. The results for convolutional and fully-connected
layers of LeNet-5 can be seen in Fig. || and [2| It can be seen that the approxi-
mation fits the real marginal distributions over p, o accurately.

5 Experiments

Table 1: Test errors (%) and NLL scores for known classes. MNIST for LeNet-5
and CIFARS5 for VGG-11 and ResNet-18. SBN column correspond to methods
with all Batch Normalization layers replaced by ours SBN.

Error% NLL
Network Method No SBN SBN No SBN SBN
LeNet.5 SBN — 0.53 + 0.05 — 0.025 4+ 0.003
MNIST Deep Ensembles 0.43 +0.00 0.43 4+ 0.00 0.015 4 0.001 0.014 4 0.001
Dropout 0.51 £0.00 0.49 4+ 0.00 0.016 + 0.000 0.015 4+ 0.000
VGG-11 SBN — 5.76 + 0.00 — 0.302 £ 0.002
CIFAR5 Deep Ensembles 5.18 + 0.00 5.23 4+ 0.00 0.177 & 0.004 0.154 + 0.002
Dropout 5.32 £ 0.00 5.38 & 0.00 0.155 £ 0.001 0.149 + 0.001
ResNet-18 SBN — 4.35+0.17 — 0.255 +0.018

CIFARS Deep Ensembles 3.87 £ 0.00 3.34 4 0.00 0.138 & 0.005 0.110 + 0.004

We evaluate uncertainties on MNIST and CIFARI10 datasets using convolu-
tional architectures. In order to apply Stochastic Batch Normalization to existing
architectures we only need to update parameters of our approximation r(u), r(o)
(4), which does not affect the training process at all. We show that SBN improves



both Dropout and Deep Ensembles techniques in terms of out-of-domain uncer-
tainty and test Negative Log-Likelihood (NLL), and maintains the same level of
accuracy

Experimental Setup We compare our method with Dropout and Deep En-
sembles. Since [2] showed that ResNet does not perform well with any Dropout
layer and suffers from instability, we did not include this method into consider-
ation for ResNet architecture. For Deep Ensembles we trained 6 models for all
architectures and did not use adversarial training (as suggested by [6]) since this
technique results in lower accuracy.

Dropout —— DeepEnsembles — SBN
Dropout + SBN —-- DeepEnsembles + SBN

Entropy CDF of py(y;|z;)

0.0

entropy

Fig. 3: Results for LeNet-5 on notMNIST. Empirical CDF of entropy for out-
of-domain data. SBN corresponds to model with all Batch Normalization layers
replaced by Stochastic Batch Normalization. The more to the right and the
lower, the better.

Uncertainty estimation on notMNIST For this experiment we trained
LeNet-5 model on MNIST and evaluated the entropy of the predictive distri-
bution on notMNIST, which is out-of-domain data for MNIST, and plot the
empirical CDF on Fig. [3] We also report the test set accuracy and NLL scores,
the results can be seen at Table[Il

Uncertainty estimation on CIFAR10 To show that our method scales to
deep convolutional architectures well, we perform experiments on VGG-like and
ResNet architectures. We split CIFAR10 dataset into two datasets (CIFARS),
and plot the empirical CDF in Fig. [} We trained networks on randomly chosen
5 classes and evaluated predictive uncertainty on the remaining.



We observed that Stochastic Batch Normalization improves both Dropout
and Deep Ensembles in terms of out-of-domain uncertainties and NLL score on
test data (from the same domain) at the same level of accuracy. However, SBN
itself ends up with the more overconfident predictive distribution in comparison
to baselines Dropout and Deep Ensembles.

—— Dropout —— DeepEnsembles —— SBN
~=~ Dropout + SBN --- DeepEnsembles + SBN
1.0
508
=
ISy
B 0.6
L
)]
O 04
>
Q
L2
c
L
0.0
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
entropy
(a) Results for VGG-11
—— DeepEnsembles —-- DeepEnsembles + SBN —— SBN
1.0
508
=
ISy
S 06
L
o
O 04
>
(o}
L2
c
L
0.0

0.0 0.2 0.4 0.6 0.8 1.0 1.2 14
entropy

(b) Results for ResNet-18

Fig.4: Empirical CDF of entropy for out-of-domain data. a VGG-11 and b
ResNet-18 on five classes of CIFAR10, hidden during training. SBN corresponds
to model with all Batch Normalization layers replaced by Stochastic Batch Nor-
malization. The more to the right and the lower, the better.
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Conclusion

In this paper, we propose a probabilistic interpretation of Batch Normalization
technique. We study a probabilistic point of view and design a new algorithm
that behaves consistently during training and test stages. We compare the per-
formance of the proposed algorithm with concurrent techniques on image clas-
sification and uncertainty estimation tasks.
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