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Abstract—One of the ways to join the connectionist approach and the symbolic paradigm is Tensor
Product Variable Binding. It was initially devoted to building distributed representation of recursive
structures for neural networks to use it as the input. Structures are an essential part of both formal and
natural languages and appear in syntactic trees, grammar, semantic interpretation. A human mind
smoothly operates with the appearing problems on the neural level, and it is naturally scalable and
robust. The question arises of whether it is possible to translate traditional symbolic algorithms to the
sub-symbolic level to reuse performance and computational gain of the neural networks for general
tasks. However, several aspects of Tensor Product Variable Binding lack attention in public research,
especially in building such a neural architecture that performs computations according to the mathe-
matical model without preliminary training. In this paper, those implementation aspects are
addressed. A proposed novel design for the decoding network translates a tensor to a corresponding
recursive structure with the arbitrary level of nesting. Also, several complex topics about encoding such
structures in the distributed representation or tensor are addressed. Both encoding and decoding neu-
ral networks are built with the Keras framework’s help and are analyzed from the perspective of applied
value. The proposed design continues the series of papers dedicated to building a robust bridge
between two computational paradigms: connectionist and symbolic.

DOI: 10.3103/S1060992X21010033

1. INTRODUCTION
In the artificial intelligence research community, at least two paradigms were developed parallel for an

extended period: symbolic and connectionist. However, the field’s future is likely to be connected to co-
existence, and even their symbiosis [29].

The traditional symbolic approach is conceived as the continuous development of methods that
manipulate symbols. In other words, such methods operate with some explicit representations and aggre-
gate structures that consist of symbols and their combinations. One of the known limitations of this
approach is the inability to process data robustly using distributed representation and parallel computa-
tions. Simultaneously, symbolic structures are transparent for end-users (for example, fuzzy assessments),
there are understandable intermediate results, and, therefore, it is relatively simple to analyze them and
perform validation.

The connectionist paradigm is intrinsically built around the concept of massive parallelism [34, 35].
This parallelism is achieved via the usage of multiple uniform units, each performing some simple com-
putational operation and connected selectively to each other. The connectionist level is characterized
mostly by artificial neural networks. One of the important aspects of this paradigm is that representations
are distributed across computation units, and it is difficult to identify where are particular parts of the
input data in that distributed form. This approach is famous for its f lexibility and robustness due to its
massively parallel nature.

The main challenge is building the bridge between two paradigms to gain benefits from the advantages
of both approaches and eliminate, or at least mitigate, cons of each other [2]. The ability of solely connec-
tionist models to perform cognitive tasks and reasoning is substantially debated [29]. Simultaneously,
building a fully integrated generic neural-symbolic system is a challenging goal that cannot be achieved
with existing approaches and instruments. What is more realistic is building systems capable of performing
some particular tasks. For example, one can select the task of multi-criteria linguistic-based decision
37
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making as an appropriate motivating problem [11, 42]. Creation of monolithic neural-symbolic systems
for various expert and decision support systems is already a highly demanded and actual task [6, 20, 33].

Information representation is a crucial element of any neural-symbolic system as it defines the way
symbolic and connectionist levels communicate with each other. For the past four decades, multiple types
of representation were introduced [19]: strictly local, distributed, local, as micro features and by coarse
coding. Distributed representations were shown to be more compact and efficient than any type of local
representation [27].

This paper considers a special type of distributed representations called Tensor Product Representa-
tions [39]. These representations’ special property is non-lossy encoding and decoding of recursive sym-
bols, such as binary trees. There is existing mechanism of encoding such symbols in distributed format
[9, 14]. This work aims at defining a neural architecture capable of decoding symbols from its distributed
Tensor Representation without prior learning. According to [29], it is necessary “to identify a well-moti-
vated set of initial primitives, which might include operations over variables, mechanisms for attention,
and so forth”. Elaborated neural network complements the neural primitives toolbox of a system architect
and, by design, it is a re-usable building block not only for the final decoding of symbols but also for
extraction of structural elements of encoded structure.

The structure of the paper is as follows. Section 2 contains brief review of the background study. Then,
Section 3 covers the detailed description of the Tensor Product Variable Binding approach to demonstrate
its application to the sample recursive structure. After that, Section 4 gives a high level architecture of the
Tensor Product Variable neural networks, as well as a proposed design for the decoding network that per-
forms the unbinding task. Finally, Section 5 provides conclusions and defines directions of further
research.

2. BACKGROUND STUDY
Building various structures is a natural step during the analysis of both formal and natural languages,

which is not bound to the construction of syntactic parse trees but is also required to investigate various
phonology aspects, semantic interpretation. In general the considerable question is definition of struc-
tural well-formedness [27, 39]. In particular, Smolensky proposed the Harmonic grammar approach that
tackles a grammar from the standpoint of specification of building recursive structures on the one hand
and a device to construct it on the other. One of the major aspects of the linguistic structures analysis is
the validity of the sentence particles’ semantic interpretation alongside the sentence structure’s usual
parsing. Using the Harmonic grammar approach, Smolensky demonstrated the opportunity to identify
the Harmony function on both the connectivist and symbolic levels. Maximization of Harmony on the
connectivist level allows identifying the sentence’s acceptability to the set of soft rules. Apart from the
Harmony grammar [27, 39], a similar approach of translating symbolic linguistic structures to the distrib-
uted representation with the idea of further manipulation of the structure on the tensor level was proposed
as an Active-Passive Net [28]. This neural network demonstrates how the connectivist paradigm is applied
to the distributed representation of the sentence and produces the encoded structure containing informa-
tion about the presence of the active or passive voice in the original sentence as the output. This simulation
demonstrates the theoretical capabilities of such solutions.

The task of symbolic structures translation to the distributed representation can be solved with different
methods. One of them is using First-Order Logics (FOLs). Formal logics are relatively simple and for-
mally defined languages that use strictly defined rules to express information rigorously. In order to use
this method, we need to formulate required knowledge in an appropriate form, and since FOL expressions
can be translated to the sub-symbolic level, our knowledge is automatically translated to it and can be used
by neural networks [36, 40]. There are plenty of methods that represent different entities as high-dimen-
sional vectors: Holographic Reduced Representations (HRRs), Binary Spater Codes, and so on [4]. Vec-
tor Symbolic Architectures (VSA) [18]. It assumes the creation of distributed representations of a fixed
size. Therefore, the dimensionality of these hyperdimensional representations [23] hugely depends on the
applied task [24, 25], where vectors of different size are needed in order for it to remember information
without loss. Elaboration of distributed representations can introduce several requirements. Building dis-
tributed representations [26, 30] of the structures that were derived as a result of natural language process-
ing should keep the context for the encoded symbols [3, 5]. Simultaneously, there is a huge need to rep-
resent not only atoms, like words but structures consisting of atoms. When applied to more vague scenar-
ios, like Multi-Attribute Linguistic Decision Making, information about the problem situation can be
organized in the form of a hierarchy of ontologies that is by definition a symbolic structure and, therefore,
can be translated to the sub-symbolic level [41, 43].
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Another approach to building sub-symbolic representations is Tensor Product Variable Binding
(TPVB) [37]. This method enables building distributed representations of fairly complex symbolic struc-
tures, for example, binary trees. The unique property of this approach, compared, for example, to the VSA
paradigm, is the non-lossy decoding of structure from such a distributed representation. The second
important aspect is that a range of symbolic operations can be effectively expressed as tensor manipula-
tions. The latter attribute allows Tensor Product Variable Binding (TPVB) to become a foundation for
neural-symbolic algorithms because Artificial Neural Network can serve as a universal executor of these
tensor operations. It is essential to mention that creation of such neural networks that do not require train-
ing but allowing to perform complex tasks is a challenging and developing goal [32, 33].

In the framework of a broader research, authors try to elaborate neural-symbolic system for decision
support systems and expert systems. It implies the need for such a representation that allows non-lossy
encoding and decoding of symbols and the support of symbolic operations as tensor products. Due to the
reasons mentioned above, local representations cannot be considered an appropriate choice to represent
complex structures. Simultaneously, representations with a fixed representational dimension are not
applicable as symbols should be correctly decoded after the neural reasoning. Indeed, by building a neu-
ral-symbolic decision-making system, the neural level’s result would be an encoded symbolic structure
representing the final solution of the original problem. We can compare it with tasks when, for example,
decoding is not needed, and distributed representations are used as-is for a classification task when it is a
closeness of hyperdimensional vectors that matters [25]. So, it is critical for the binding mechanism to be
non-lossy. Therefore, the Tensor Product Representation Binding mechanism was selected as the focus
of current research. In the next session, there are details and an example of its application to the sample
recursive structure.

3. METHODS: TENSOR PRODUCT VARIABLE BINDING FOR A RECURSIVE STRUCTURE

3.1. Encoding Structure in a Distributed Representation
To understand the key principles used in the proposed design of both encoding and decoding networks,

it is important to go through the sample structure’s whole computational f low. There is already a study
dedicated to elaborating neural design for the simple structure with only one nesting level [9]. The current
paper demonstrates how this approach can be scaled for the structure with the arbitrary nesting level.

Tensor Product Variable Binding is a way to transform the symbolic structure into a vector format.
According to Paul Smolensky [37] it is built on the simple tensor multiplication operation.

Definition 1. Fillers and roles [37]. Let  be a set of symbolic structures. A role decomposition  for
 is a pair of sets , the sets of fillers and roles, respectively and a mapping:

(1)

For any pair , the predicate on   is expressed:  fills role .
Definition 2. Let  be a symbolic structure that consists of pairs , where  represent a filler and 

represents a role. Tensor product  is calculated in the following way:

(2)

A sample structure that is analyzed in the current paper is shown in Fig. 1. It has a nesting level equal
two (Fig. 1). In terms of Tensor Product Variable Binding, this structure has three fillers: . Also,
the current structure is supposed to represent a binary tree. Therefore there are two distinct basic roles: 
that denotes the left child and  that denotes the right child. The root of the tree is denoted as . The first
step in Tensor Product Variable Binding is defining each filler’s particular role in the structure. Given that
there are only two basic roles, each filler role is a combination of them. We denote it as a bit string con-
taining either “0” or “1”. For example,  should be interpreted from left to right as “left child of the
right child of the left child of the right child of the root”. In the presented structure, filler  plays the role

, filler — , — .
Each filler and role should be mapped with a particular vector representation. There is only one strong

requirement: fillers, defined on some vector space , should be linearly independent among each other,
and roles defined on some vector space  should be independent among each other. Therefore, there is
assignment for fillers and roles (3).
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Fig. 1. A recursive structure for demonstration of Tensor Product Variable Binding.
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P

(3)

Given the notation of roles and fillers, two primitive operations are defined:  and . The
 operation takes two trees as arguments and creates another tree that has tree  as a left child, or

in terms of TPRs gets the role (r , and  as a right child, or in terms of TPRs gets the role . The vital
requirement is to select role vectors so that they are linearly independent. The same requirement applies
to the set of fillers vectors as it was proved in [38] the  operation can be expressed as a matrix-vector
multiplication.

Definition 3. Let  denote role vectors, —symbolic structures. Then, joining operation  is
defined:

(4)

Definition 4. Let  denote a role vector,  is a length of any filler vector. Then joining matrix  is
calculated in the following way:

(5)

where  is the identity matrix on the total role vector space,  is the identity matrix .  matrices
are defined in the manner similar to the  matrices that join two sub-trees in one structure [38].
Extraction operation  is defined analogously. However, it is used to extract an element stored in the tree
by the given role. For example  extracts the child of tree  that is placed under role . The only dif-
ference in the formulation of  matrix is that dual role vectors are used instead of direct roles:  or .

Definition 5. Let  denote a role vector, —a symbolic structure. Then, extraction opera-
tion  is defined:

(6)

Definition 6. Let  denote an extraction vector, dual to ,  is a length of any filler vector. Then
extraction matrix  is calculated in the following way:

(7)

These matrices are sparse and have a block structure.  operation is used in the encoding procedure
and is expressed with a  matrices (8), while decoding neural network is built with a weight matrix 
(9) representing  operation.
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(8)

(9)

Aforementioned operations , ,  are equivalent to operations over lists in software general-
purpose functional programming languages like Lisp: , , . These are universal operators that
allow implementation of a considerably large set of algorithms. Considering support of conditional oper-
ator, the representational power of these operators is even bigger. Therefore implementation of these oper-
ations, or equivalent , , , on the neural level opens the horizon for neural-symbolic computation
of symbolic algorithms built on top of ,  and .

According to (2), the tensor representation of the given sample structure should be calculated in the
following form (10).

(10)
After that, we can interpret each complex role as a tensor multiplication of corresponding basic roles

(11).

(11)

It can be easier to look at the structure from the recursion standpoint and split it into sub-trees until
there are only atomic fillers participating in the tensor sum (12).

(12)

Regardless the way the tensor representation is formulated (10), (11) or (12), it stated that the Tensor
Product Variable Binding should be performed on the sub-symbolic level. In other words, it should hap-
pen as a part of a neural network execution. Therefore, the next step would be to prepare compound roles
to be used as inputs to the neural network.

The detailed analysis given in [9, 14] shows that it is required to perform pairwise tensor multiplication
between pairs of fillers and roles and, finally, find the accumulated sum. The latteris the tensor represen-
tation of the given structure  (13).

(13)

 
, 

 
 ,
 
 ,
 
 

, 
 
 ,
 
 , 
 

, 
 
 ,
 
 
 
 
 
 
 ,
 
 

, 

=

� � � �

� �

� �

� � � � � �

� � � � � �

� � � � � �

� � � � � �

� � � � � �

� � � � �

� � � � �

� � � �

� � � �

0

0 0

0 1

0 0

0 1

0 0

0 1

0 0

0 1

0 0

0 1

0 0 0
0 0

0 0 0

,

0 0 0

cons

r
r

r
r

r
r

W
r
r

r
r

 
, , 

 
 , ,
 
 
 
 
 
 
 
 
 , , 

=

� � � � �

� � �

� � � � � �

� � � � �

� � � �

�

0

0 0 0 1

0 0 0 1

0 0 0 1

0 0
0 0

.

0

ex

u u
u u

W

u u

cons 0ex 1ex
cons car cdr

cons 0ex 1ex
cons car cdr

ψ = ⊗ + ⊗ + ⊗0 01 11.A r V r P r

ψ = ⊗ + ⊗ ⊗ + ⊗ ⊗0 0 1 1 1.A r V r r P r r

ψ = ⊗ + ⊗ ⊗ + ⊗ ⊗ = , ,0 0 1 1 1( ) ( ( )).A r V r r V r r cons A cons V P

S

 
 
 

ψ = , , = + + =  
 
 
 

0 1 0 1

70 0 0 0 0 0
0 0 0 0 0 0
0 0 0 200 0 0( ( )) ( ) .
0 0 0 50 0 0
0 0 0 0 0 0

cons cons cons conscons A cons V P W A W W V W P
OPTICAL MEMORY AND NEURAL NETWORKS  Vol. 30  No. 1  2021



42 DEMIDOVSKIJ

Fig. 2. High-level theoretical architecture for Tensor Product Variable Binding network [37].
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3.2. High-Level Theoretical Design of Neural Encoder

The high level design of the neural network that is capable of performing Tensor Product Variable
Binding is demonstrated on Fig. 2.

The network is supposed to have two inputs: roles and fillers, and by design, it is a single layer neural
network that consists of “sigma-pi” units.

Each sigma-pi unit has several input sites  that are connected with other units in the network. Each
site  performs a product of its input connections . An output of the unit is a weighted sum of prod-
ucts from each input site (14). In Tensor Product Variable Binding, weights are not used and are always
equal to 1.

(14)

This network is designed to perform the binding operation. It takes fillers and roles and propagates
their components through sigma-pi units. The accumulated values at each unit constitute the distributed
representation of the given structure. However, the same network can also be used for the unbinding oper-
ation. In particular, the network initializes each sigma pi states unit with the corresponding element from
the learned tensor representation and accepts vectors of roles as an input. The fillers vector then becomes
an output of the network, computed by propagating roles vectors through the existing tensor representa-
tion (15).

3.3. Decoding Structure from a Distributed Representation

Imagine there is already a tensor representation of the arbitrary structure. For example, after we have
encoded an input structure and performed some computations with it via the neural network, it is
expected to decode the structure from the tensor form to evaluate the quality of the result. Therefore, the
decoding mechanism is needed.

According to the Tensor Product Variable Binding, it is possible to reveal what filler plays a particular
role from the distributed representation. For example, one could consider the task, such as evaluating the
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filler positioned as a left-child-of-the-right-child-of-the-root. It is suggested to identify the particular
filler from the given role that it plays in the structure.

Definition 7. Unbinding of a filler by its role  in the given structure  containing pairs , which
has a tensor representation  is calculated in the following way:

(15)

Vectors  are called unbinding vectors for roles . Those unbinding vectors are defined via the basis 
dual to the basis of primitive roles  (17). Each element of this dual basis is a mapping from  to either 1
or 0 (16).

(16)

(17)

We assume that there is already a tensor representation and the role that the sought filler plays to solve
this task. However, it turns out that in order to find out the filler vector, there is a need to find unbinding
vectors for the basic roles vectors. Since the roles matrix is not singular and is square, it is possible to get
its inverse (18).

(18)

Finally, the unbinding procedure can be made as a matrix-vector multiplication of the extraction
matrix  and the tensor representation of a structure that is f lattened as a tensor with rank one (19).

(19)

The decoded filler  fully complies with the filler vectors from the original structure (3) that
means that the unbinding procedure was completed without information loss. In the next section, the
neural network architecture is covered as well as numerous implementation details.

4. RESULTS AND DISCUSSION

Even though the theoretical organization of neural network (Section 2, Fig. 2) complies with the Ten-
sor Product Variable Binding mathematical model, it is hard for practitioners to express this neural net-
work in terms of modern frameworks and neural networks architecture patterns. This section contains
novel architectures for joining and extracting neural primitives.

4.1. Tensor Product Variable Binding Network

Regarding the binding network [9], there were already attempts to design it for a sample structure.
Although the very simple structure with a single level of nesting was considered, the network can perform
the binding operation over the roles and fillers’ pairs.

For the more complex case of recursive structures, the pre-processing step takes the responsibility to
translate a structure as a sequence of joining operations (Fig. 3).  operation requires two positional
arguments that stand for two structures. However, on the first iterations of encoding, there might be the
need to perform the assignment of a new role to a single tree so that there is no counterpart for the joining
procedure. In that case, the fake tensor is used, filled with zeros, and has the same rank as the counterpart
tree. It is important to note that the tensor’s rank that stands for distributed representation of a structure
is incremented after each encoding block’s execution.
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Fig. 3.  operation used for encoding of a binary tree.
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4.2. Tensor Product Variable Extraction Network
Another result of the current research is an elaborated design of the unbinding network. It is demon-

strated on the Fig. 4. Below main aspects of the topology are considered.
4.2.1. Network inputs. The extraction block accepts two inputs: a variable input1 that is a distributed

representation of a structure with  levels and a constant input that contains a matrix . The latter
input is constant as it is created in advance according to the rules defined (9) and the role selected.

4.2.2. Preparing for extraction. Tensor Representations allow encoding of symbolic structures in a dis-
tributed representation that is, by definition, a collection of tensors of different rank, where a rank value
reflects the nesting level of the structure of a binary tree as it is taken in the example above. Before passing
it to the extraction block, f lattening variable input is a simple concatenation of vectors f lattened versions
of these tensors, sorted in ascending order. An important extraction operation procedure is eliminating the
vector part that corresponds to the first level of encoded structure. It is a critical part of the decoding block
(Fig. 5). When we compare decoder and encoder in terms of design, the former does not require any cus-
tom primitive layers and consists only of built-in ones.

4.3. Performance Evaluation
The essential aspect that impacts integration of such neural primitives and Tensor Representations in

general is their scalability and the ability to work with truly arbitrary structures, for example, independent

1 From now on network description contains terminology accepted in the Keras [7] and TensorFlow [1] software frameworks.

N eW x
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Fig. 4. Proposed design of the decoding network.
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of their recursion depth and width if trees are selected as such recursive structures. Overall performance
of encoding and decoding tasks is demonstrated in Fig. 6. To benchmark neural encoders and decoders,
two additional non-neural Tensor Representations encoding and decoding implementations were made
on the foundation of libraries such as NumPy and SciPy. NumPy2 is a highly optimized library with a
broad range of tensor manipulation primitives. SciPy3 library exposes a rich interface for multiple statis-
tics, machine learning methods, and sparse arithmetics. Therefore, there are three approaches under con-
sideration: Neural, NumPy- and SciPy-based. The neural network was implemented with the Keras
framework [7] designed for early prototyping of the neural networks. As an inference engine, the Tensor-
Flow framework was used [1]. Under the hood, the NumPy library was used to construct weight matrices
for joining and extraction procedures. Dual roles for extraction procedures are calculated with the help of
the SciPy library. Neural encoder and decoder were designed according to the architectures proposed in
this paper. The NumPy-based solution is, by definition, a straightforward implementation of Tensor
Product encoding and decoding rules that implies the creation of high-order tensors and their products.
The SciPy-based solution is fully aligned with the NumPy-based one with the only difference that instead
of dense weights matrices creation, we create sparse matrices due to block structure and high sparsity of
these tensors by definition.

To reproduce the reported results, the following hardware should be used: Intel®Core™i9-9980HK
with frequency 2.40 GHz (not fixed for experiments) and 32 Gb RAM. Libraries should be used with the
following versions: Keras—2.2.4, TensorFlow—1.15.2, NumPy—1.19.2, SciPy—1.5.2. Overall implemen-
tation is performed using the Python programming language4. The source code is available at the open-
source repository5.

The most notable aspect is the inability of neither solution to encode structures of huge depth. More
specifically, trees of depth 11 as a maximum can be encoded with Keras implementation. Depth 15 is a
limit for NumPy implementation. SciPy is capable of encoding trees of depth 20. The encoding and

2 http://www.numpy.org/.
3 https://www.scipy.org/.
4 https://www.python.org/.
5 https://github.com/demid5111/ldss-tensor-structures.
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Fig. 5. Decoding block architecture.  operation used for decoding of a structure.
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decoding structures’ tasks are RAM-bound and require more than 200 Gb disk space for extreme depths
of 15 and 20. Simultaneously, encoding and decoding procedures in all implementations are quite con-
suming in terms of CPU load. Therefore, the first recommendation is to construct symbolic data as a
recursive structure with a limited minimum depth while allowing trees to grow in width.

Considering the theoretical availability of unlimited RAM and disk space, there is still a software limit
of the libraries, for example, NumPy limit to create arrays with many dimensions more than 32. SciPy also
fails to work with huge multi-dimensional arrays. Keras framework does not allow to create tensors with
proto larger than 2 Gb. Keras framework does not correctly handle large arrays. Hence, the second rec-
ommendation is to design Tensor Representations logic as manipulations of always a one-dimensional
array. It requires additional research with proper striding and manipulation instead of a standard outer
product available in almost any tensor manipulation library.

The third important observation is the rapid growth of weights matrices sizes as the depth of the encod-
ing structure grows. In particular, to get the left child of a tree root with a depth of 10, the matrix with 5115 rows
and 10230 columns is required. At the same time, the matrix is extremely sparse and contains only 5115
elements. Therefore, using sparse matrixes to create and store weight matrixes is beneficial and results in
a 10230 times reduction of the required memory to store the matrix mentioned above. Since NumPy does
not provide built-in capabilities for working with sparse arithmetics, SciPy was used as an engine for
sparse TPR encoding and decoding. Sparsification experiment allows the processing of deeper structures
(Fig. 6). Therefore, the recommendation is to build TPR neural encoder and encoder using the latest spar-
sification advances in the field [22]. Sparsification can be considered a growing trend in the training of
neural networks [16, 17]. Building sparse neural networks is also available with the major update of Ten-
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Fig. 6. Benchmarking encoding and decoding task across several inference engines: Keras framework with TensorFlow
backend, NumPy and SciPy libraries.
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sorFlow framework that includes support of sparse matrices6. This aspect can be considered as one of the
directions of further research and software improvement of the current approach.

5. CONCLUSIONS
To sum up, we have demonstrated the novel design of the extraction network and a generalized joining

block that can be re-used easily implemented in any modern framework, for example Keras [7], Tensor-
Flow [1] or PyTorch [31].

These neural encoding and decoding primitives demonstrated in Fig. 3 and Fig. 5 can be massively
reused for the creation of neural networks that perform symbolic manipulations. Natural and formal lan-
guage analysis is tightly coupled with building multiple structures on several levels of abstraction: syntax
parsing, semantic interpretation, phonology analysis.

Current research contains proposals on the simplified architecture of the decoding neural network that
can perform required operations in parallel and process distributed representations of the arbitrary recur-
sive structures. This neural architecture builds the integrated symbolic and sub-symbolic workflows and
can be integrated into broader linguistic frameworks advancing the language theory. When considering

6 https://www.tensorflow.org/api_docs/python/tf/sparse/SparseTensor.
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proposed design as not final networks, but as re-usable blocks, then it opens a broader range of applied
tasks such as sentence voice detection [10], neural processing of syntax parse trees [12], neural implemen-
tation of integer arithmetics [15], aggregation of linguistic assessments during the decision-making pro-
cess.

The proposed design of the decoder network keeps all pros of the encoding network:
(1) scalability due to the dynamic number of roles that can be used for unbinding procedure simulta-

neously;
(2) simplicity due to well-known primitives and clear architectural decisions that can be easily imple-

mented in any modern neural framework
Finally, there is a profound demonstration of both encoding and decoding stages on the example of a

recursive structure. An existing neural Tensor Representations encoding proposal [9, 14] lacks such details
that are crucial for building robust solution on top of Tensor Product Variable Binding.

The first next step for improving the decoding network’s current design is the elimination of unbinding
vectors pre-processing. The decoding network expects unbinding vectors to be passed as an input that
implies that they are prepared in advance on the pre-processing stage. To make the pure neural computa-
tion for the full f low, it is vital to consider elaborating methods of integrating the pre-processing step into
the model. It is also crucial to analyze the network performance under load to understand how well this
network behaves for the structures with a vast amount of elements and a deep level of nesting.

According to the benchmark results, there are existing software and hardware limitations to encode and
decode trees of absolutely arbitrary depth bigger than 20. This obstacle is suggested to overcome by re-
designing encoding and decoding rules as operations over one-dimensional arrays with proper striding
and manipulation rules instead of implementing Tensor Representations logic based on the mathematical
model. Considerable advances in the maximum depth limitation can be achieved using sparse represen-
tation of the weight matrices that require less memory and enable the execution of optimized kernels
within certain hardware types. It is crucial as the matrices are not randomly sparse but have a clear block
structure demonstrated throughout the paper.

However, there is a more fundamental direction for further research. Recently proposed encoding and
demonstrated in this paper decoding model do not fully close the gap of building the bridge between con-
nectionist and symbolic levels of computations. Apart from just encoding the network in some distributed
representation and then decoding it back to the form of structure, there is a huge need to build such neural
networks capable of performing structure manipulations on the tensor level, such as rotating the tree, add-
ing new subtrees. Several papers contribute to this topic regarding building neural-symbolic decision sup-
port systems [12, 13]. It was recently proposed to use TPRs for expressing integer arithmetics [15] as a vital
part of building those systems. At the same time, there is a promising neural architecture—Neural Turing
Machine [21], [21]—that allows training neural networks capable of performing selected arithmetic oper-
ations [8]. It seems to authors to be extremely important to compare learned representations versus gen-
erated ones using the TPRs rules from the standpoint of capacity.

Bringing both connectionist and symbolic computational paradigms together is an appealing idea, and
authors share the belief that such integration is likely to provide significant advances in solving those tasks
that can not be solved solely by any of those two approaches, for example, a task of building monolithic
neural-symbolic decision support systems.
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