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Abstract. The article gives a review of existing methods of network-on-chip design based on 

the approach in which mapping of the characteristic tasks graph is performed on a given 

regular topology. The networks-on-chip synthesis problem is generally characterized. The 

analysis and comparison of standard topologies (mesh and torus) with circulant topologies are 

performed. Advantages and disadvantages of mesh and torus topologies usage, and the effect, 

achieved by their application to various implementations of networks on chip, are analyzed. 

Extension of the scope of solutions for standard regular network topologies mesh and torus on 

the circulant topologies with better characteristics is proposed. This will make it possible to 

take advantage of the deterministic approach, but with the use of more effective NoC 

topologies optimized for a particular task.  

1. Introduction 

The architectural solutions within networks-on-chip (NoCs) become more and more widespread in 

modern embedded systems. Such systems are generally based on hierarchical principle containing a 

large number of processors and peripherals. There is a trend of constantly increase of the number of 

processor cores, as uniprocessor systems cannot cope with applications requiring high computing 

performance and large data flows (exchange processing of video and still images in IP-telephony, 

etc.) [1]. In this way, the development of effective communication subsystems is necessary. Under 

such conditions, implementation of new approaches for NoCs becomes of great importance. 

2. NoC synthesis problem 

Due to a complex structure of NoCs, their synthesis problem is difficult to formulate and has a lot of 

ways to be solved. The initial data for NoC synthesis problem is a characteristic task graph. Its vertices 

correspond to the IPs (intellectual properties – separate modules, usually computational nodes), and 

are characterized by injection of packages in NoC environment. Mathematically, it can be described as 

follows:      , G G C A , a directed graph, where C – set of vertices (IPs), and A – set of communication 

processes between them. In turn, NoC system architecture is characterized by the followings: 

 , T R Ch  topology (R and Ch – sets of routers and physical links between them); a routing 

mechanism ( RP ); a mapping function of application characterization graph vertices onto NoC 

routers (Ω (C)). 

http://creativecommons.org/licenses/by/3.0
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The characteristic task graph’s directed edges correspond to data transmission process between two 

IPs. They can be characterized by minimal and maximal communication delay, communication 

intensity and bandwidth [2]. 

According to the above definitions, the model can be complemented by communication energy cost 

dependence formula: 
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And the communication energy minimization problem can be expressed by a formula (2). It consists in 

finding such Ω (C) which arranges for connections of communication process with high capacity to 

have a low energy consumption to transfer 1 bit of data [3].  

Similarly, the formula of the total volume of data, transmitted between nodes in a NoC, is as 

following: 
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where ,
(P ( , , )

i j R
L r i j  – distance between nodes i and j according to the routing algorithm. 

According to the above formulas, the application problem can be represented as a set of an individual 

subtasks graphs whose edges describe the data flow between them. In this case, the characteristic task 

graph is obtained by mapping of one or several subtasks on the IPs and by data flow distribution 

between subtasks on the edges of the graph. 

In this case, the synthesis problem is to choose a NoC topology and projection of a characteristic task 

graph onto it in accordance with the demands for the cost of the bandwidth, power, chip area, as well 

as minimal and maximal delay of the packages transmission. Under this approach, the topology is 

represented as a numbered graph whose vertices correspond to the routers (every router is connected 

to the corresponding IP) and edges – to the physical data channels (trunks). In addition to the 

topology, a synchronization and communication subsystem method, a transmission of data streams 

technology, a quality of service insurance method, a routing strategy, a structure of routers, and so on 

are chosen. 

Thus, according to [4], the synthesis of NoC design requires the solution of four distinct tasks:  

 Selection of an appropriate NoC topology. 

 Task graph mapping onto the topology. 

 Efficient data streams routing insurance. 

 Decision on NoC functioning technology. 

The second [5, 6], third [7], and fourth [8] tasks are discussed in the scientific literature, but they 

aren’t the object of this research. As for the problem of the efficient NoC topology synthesis, it is 

chosen either an application-specific topology, or platform dependent topology (in case when the 

information about the future computing tasks which will be performed by the finite system is known, 

or topology is defined by hardware), or a regular topology is used. The approaches, based on 

application-specific topologies, are observed in works [9, 10], and they aren’t a subject of this research 

either. The approach with regular topologies implementation is analyzed below.  

2.1. The common regular topologies: mesh and torus 

The definition of a regular topology in various sources is different. Thus, in [11] there is a definition 

according to which topologies with the same degree of vertices are regular – that is, those having 

homogeneous routers. According to this definition, torus and hypercube topologies, unlike mesh, are 

regular. But in practice, all topologies with a scalable homogeneous structure (we will also use this 
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definition) belong to regular topologies, therefore, mesh topology can also be referred to regular 

topologies [3, 8, 12, 13]. Most topologies can be multidimensional [14–16], but for their 

implementation, it is necessary that NoC components can be located on several physical layers of the 

crystal; therefore, 2D flat topologies are most often used in NoC design. 

The main characteristics of the topology are as follows: number of vertices – routers (N); number of 

edges – physical connections between the routers (Ed); order of vertex – the number of edges 

emanating from it (St); diameter of the graph – the maximum among minimum distance between any 

two nodes (D); average distance between the shortest paths among all nodes of the graph (Lav). 

The most common among regular topologies is mesh topology which is a network of N = mn nodes of 

rectangular type, or a network of N = nn nodes of square type. Each node is connected with the four 

neighboring ones (Figure 1). The peripheral nodes have some unused ports [8, 17].  

    

(a) (b) 

Figure 1. Mesh topology for 16 (a), and 32 (b) nodes. 

Mesh n n  (Figure 1 (a)) networking characteristics are [8, 17]:  
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Characteristics of a rectangular mesh m n  (Figure 1 (b)) are:  
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The main disadvantage of mesh topology is a too large diameter. So, for a network with 3x3 nodes, the 

distance between routers in the opposite corners is of 4 hops. Moreover, in such networks, the load on 

the routers is distributed unevenly.  

The attempt to eliminate these disadvantages at the expense of the large resource costs is the topology 

of torus obtained by the combining of extreme nodes of mesh with its opposite ones (Figure 2 (a, b)). 

In this case,  2/2 ND  , but NEd  2 , and St=4. A kind of a modification is the folded torus 

which is to reduce the length of the connecting lines between the extreme nodes (Figure 1 (c)) [8, 11].  
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(a) (b) (c) 

Figure 2. Torus topology for 9 (а) and 16 (b) nodes and folded torus for 16 (c) nodes. 

Characteristics of a square torus n n : 2 ,Ed N 4,St   2 / 2 ,D N 
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, 2 1.Ext N   For a torus topology of 3x3 in 

size, the number of connections is already 18, and the diameter is 2 hops, that is, an increase in the 

number of connections by 50% provides a reduction in diameter by a factor of 2. In addition, the 

degree of vertices in this topology is fixed which makes it possible to use homogeneous routers. The 

disadvantage of this topology is the large length of the end trunks, so, its modification – folded torus 

(Figure 2 (c)), which allows reducing the length of connecting lines between the end nodes [18], is 

often used.  

All mentioned topologies reside in the restriction in the number of nodes to which they can be applied. 

For example, mesh and torus topologies are applicable for networks of the square form with the number 

of the nodes equal to the natural numbers to the power of 2 (4, 9, 16, 25, ...), but to create a network of 

11 routers is not possible at all. The use of a rectangular topology (Figure 1 (b)) is possible, but this 

leads to an increase in the diameter of the graph and a decrease in the width of the division of the 

graph in half. And for the number of nodes, which is a prime number (5, 7, 11, ...), the task becomes 

even more complicated, since one must abandon either deterministic routing algorithms (for example, 

XY [19]), or take a topology for more nodes, leaving one router as an auxiliary and unconnected to the 

computing node. Thus, there is a need for the new, more flexible approaches able to offer the efficient 

topologies for the networks with the arbitrary number of nodes and the configured number of 

connecting lines. 

2.2. Circulant networks for NoC development 

There are a number of topologies, such as: chord rings, octagon, spidergon, etc. which are variations 

of circulant networks [20].  

Let’s define the circulant network. Circular networks (graphs) are Cayley graphs of Abelian groups. 

Let N – number of vertices of the graph, and 11  { }kS s s N      – set of k integers 

(generatrices). Then, an undirected graph  1;  , ,  kС N s s  with a set of vertices 

 0,  1,  . . . ,  1V N   and a set of edges {( ( )) |, ,  , 1 },iE v v mod s N v V i k     is a circulant of 

dimension k. 

Thus, the circulating network  1;  , ,  kС N s s  can be represented as a ring structure, where each 

vertex is associated with k successive vertices and k previous vertices in steps of 1, ,  ks s  (Figure 3).  
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(а) (b) 

Figure 3. Circulant topology: (а) – (9;1,3)C ; (b) – (9;2,3)C . 

For implementation as NoC topologies, circulants of dimension 2 are of primary interest. This class of 

circulants has a degree of vertices 4 and good topological characteristics which makes it promising for 

use as a basis for networks-on-chip. Since relatively small routers with 4 inputs / outputs are suitable for 

their construction, plenty of examples were developed (for example, Netmaker library [4]), and their 

high efficiency and balance were shown. 

The theory of second-order circulants is well developed, and it was shown in [20, 21] that circulants 

with generatrices, calculated by formula

 ;   1,   ,   where  / 2,   2,C n D D D n n   (5) 

are optimal ones. 

Thus, by synthesizing them, we were able to compare their characteristics with the characteristics of 

the mesh and torus graphs. Since the diameter and average distance between the nodes are one of the 

most important characteristics of NoC, we give the obtained characteristics for topologies with number 

of vertices from 3
2 

= 9 to 23
2
 = 529 (we take topologies only for the number of vertices which are 

numbers in the second degree; for mesh and torus topologies, the square form is the most optimal). 

Dependencies of Lav and D on the number of vertices are shown in the figures below. 

Figure 4.  Dependence of average distance between the shortest paths among all the nodes on the 

number of nodes. 
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Figure 5.  Dependence of the diameter on the number of nodes. 

Based on the obtained graphs, it can be concluded that circulants of form  ;   1,  C n D D , at equal 

costs of connective resources as torus topology, make it possible to reduce: the diameter to 20.0–

59.4% in comparison with torus, and to 50.0–63.9% in comparison with mesh; the average distance –

to 2.1–6.7% in comparison with torus, and to 15.6–29.2% – in comparison with mesh. This is 

generally obvious, since torus can be represented as a circulant-like graph, but not the optimal one. In 

addition, in comparison with mesh and torus topologies, it is possible to construct circulant graphs for 

any number of vertices without reducing their effectiveness. Thus, the use of circulant graphs as a 

topological basis in NoC development makes it possible to improve NoC characteristics in comparison 

with mesh and torus topologies without losing the regularity of networks and increasing the dimension 

of routers. Moreover, like in other regular topologies, circulants interconnects can be reconfigured 

according to the application task graph by adding and removing some links, as proposed in work [22]. 

3. The review of methods of NoC synthesis by projecting the characteristic task graph onto a 

regular topology 

A widely used approach is when one of the regular topologies is selected at the beginning of the 

synthesis and remains unchanged in the course of the further mapping of the characteristic tasks graph 

onto it. The advantage of this approach is that such well-known regular topologies as torus, mesh, 

hypercube, star, etc. are sufficiently investigated. They have predictable characteristics and 

deterministic routing algorithms [12]. In addition, there is a wide experience of their use, as well as 

circulants [23], in global networks which can be used in NoC design, taking into account the 

specificity of ASIC and FPGA hardware platforms, of course.  

An example of such an approach is the algorithm for the energy-efficient construction of a NoC based 

on mesh topology, proposed in [3]. The characteristic tasks graph is mapped onto a mesh-like 

topology consisting of homogeneous cells (a computational core and a router) and using the tree 

search algorithm for node mapping alternatives: at each step of descending through branches of the 

alternative tree, the consumed power of the mapped nodes is calculated, and less optimal alternatives 

are discarded. According to the authors, this makes it possible to reduce the power consumption of the 

NoC by approximately 60%, in comparison with the arbitrary mapping of the problem, and to reduce 

the search time by 27 times, in comparison with the full-search algorithm. In [24] the same authors use 

linear programming in optimizing delays in packet transmission by eliminating data collisions in the 

transmission path and reducing the weighted communication distance when mapping the characteristic 
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tasks graph onto a mesh topology. This approach gives an increase in capacity by 17%, compared to 

the previous solution, but leads to an increase in energy costs by 9%. In the next paper [13], the 

authors attempted to compensate for the shortcomings of mesh topology by realizing the possibility of 

adding regions that occupy the dimensions of several cells, as well as pre-fixing the placement of 

certain nodes (for example, those related to the inputs / outputs of the chip). The represented 

algorithms are of a rather universal nature and can be adapted relatively easily for use with circulant 

topologies; moreover, a number of problems, associated with uneven load of nodes located on the 

periphery of the mesh graph, are eliminated. 

The method of linear programming, used in [25], is to search for the optimal mapping of the 

characteristic tasks graph onto a mesh topology with a reduction in the average distance between 

nodes and a decrease in the maximum load of communication lines. Mapping is performed in two 

stages: nodes are mapped at the first stage, and connections between them – at the second stage. This 

allowed accelerating the solution of the problem of linear programming 10 ~ 10
3
 times. The result of 

simulation of various video applications was a decrease in power consumption and bandwidth 

requirements of NoCs by 55.5% and 49.2%, respectively, compared to heuristic algorithms. Despite 

the fact that the results of the proposed method are demonstrated using the mesh topology example, 

we did not find any obstacles to its extension to circulant topologies. 

In [26] NMAP algorithm is proposed for optimal mapping of the characteristic tasks graph onto the 

mesh topology, taking into account the bandwidth requirements. According to the algorithm, at first, 

the most connected node is mapped to the center of the network on the router having the largest 

number of neighbors, and after that, depending on the degree of connectivity with nodes already 

located on the free routers, other nodes are sequentially mapped in order to minimize the cost of 

communication between them. The obtained result is improved by pairwise permutations of the nodes 

in order to achieve a minimum average distance between the nodes. Data flows, to which capacity of 

the communication lines is not sufficient, are split into several threads, and the routing table is given 

various alternative shortest paths for them. This algorithm was used in synthesis of NoCs for video 

applications using XPipes library [27] and, according to the authors, this allowed reducing 

communication costs by 32% and increasing the throughput by 53%. This approach was developed 

in [28] by planning the optimal placement of components on a chip by linear programming and 

introducing the possibility of selecting the characteristic tasks graph for various regular topologies 

from XPipes library. And in [29], specialized software SUNMAP was proposed to map the 

characteristic tasks graph on a given topology included in NoC NetChip generation environment [30]. 

The proposed algorithm can be applied to NoC on the basis of circulant topologies, taking into account 

the fact that the process of mapping the most loaded node of the tasks characteristic graph can be 

started from any node of the circulant topology, in view of its peculiarity that it is completely 

symmetric. This will simplify and speed up the algorithm under consideration. 

The MOCA algorithm [31], according to the authors, ensures close results, in comparison with the 

previous approach, but in less time. This algorithm is used to divide the task graph into two equal parts 

in the form of an artificial tree which are then easily mapped to a mesh topology. In addition, 

optimization of the capacity of trunks and data transmission delays is performed. According to the 

authors of the algorithm, this led to a decrease in energy consumption by 14%, compared to the 

mapping, obtained by linear programming for processing tasks of video and audio data. This algorithm 

can also be easily applied to circulant topologies. 

In work [32], based on Aethereal NoC, it is proposed a solution that can be applied to arbitrary NoC 

topology, and distribution of data flows with different quality of service is considered. In this case, the 

UMARS+ algorithm is used, according to which, when choosing the SCC topology, data streams with 

a guaranteed minimum delay service are mapped on it. Incorrect turns [33] are detected to avoid 

deadlocks and, in view of this, flows with guaranteed bandwidth service are mapped when routing 

tables are created, as well as assigning time slots to the ports of the routers. Using the MPEG decoder 

as an example, it is shown that the use of information about data flows with various services and their 

spatial time distribution, when mapping the task graph to the NoC topology, gives a 33% gain in 



8

1234567890 ‘’“”

Mechanical Science and Technology Update (MSTU-2018) IOP Publishing

IOP Conf. Series: Journal of Physics: Conf. Series 1050 (2018) 012071  doi :10.1088/1742-6596/1050/1/012071

resources and 35% – in energy consumption, and also reduces by four times the maximum delay of 

passing packets, in comparison with the approach without taking into account information about the 

quality of service. This approach does not impose any restrictions on the topology. 

In [34] it was suggested to generate the variants of mapping the characteristic tasks graph onto a mesh-

shaped topology with the help of genetic algorithms. The behavioral model of the obtained mappings 

is then subjected to discrete-event modeling to estimate the gain in the performance and power 

consumption of the NoCs and to compare them with the results of other mappings to select the best 

ones. A two-stage genetic algorithm for mapping the graph of problems onto NoC mesh topology is 

used in [35]. The algorithm takes into account that the compute nodes are inhomogeneous and are 

divided into groups with different performance. Each possible mapping of the tasks graph is expressed 

in the form of a chromosome, where the genes correspond to the vertices of the graph, and their 

values – to NoC nodes. At the first step of the algorithm, a simplified formula is used to calculate the 

fitness function of chromosomes, according to which the transmission delay between the vertices of 

the tasks graph depends directly on the average minimum distance between nodes for mesh topology. 

The best individuals of the population undergo mutations and rearrangements. The most optimal 

instances become the initial data for the second step of the genetic algorithm which differs from the 

first one by a more precise formula for calculating the data transmission delay and depends directly on 

the minimum distance between nodes and specifies the placement of the vertices of the task graph on 

the nodes of the corresponding type. Taking into account the fact that, unlike mesh, vertices in the 

circulants are completely homogeneous, this approach with some improvements can be extended to 

circulant topologies. 

A similar representation of chromosomes is used in [36], where the optimal parameter of the specimen 

is the operating temperature of the crystal which is evaluated using the HotSpot utility [37]. The 

energy consumption values of each compute node of the two-dimensional mesh network, required for 

the HotSpot utility, are estimated using Synopsys Power Compiler synthesis. To generate test 

sequences and to simulate this approach, exemplified by development of a code decoder with a low 

density of parity checks, NoCSim simulator is used [38]. The development of this approach is in [16], 

where the projection is performed on 3D mesh, and also in [39], where, in addition to the optimality 

parameter for energy consumption, the parameter of minimization of the occupied area of the crystal 

was added. Attention is also worthy of the work [40], where the questions of energy-efficient mapping 

of tasks on the already established architecture of the location of NoC nodes are considered. This 

approach is based on the analysis of temperature distribution on the crystal at the stage after synthesis, 

therefore, the logical topology, which is the basis of NoC communication system, does not play any 

role here. 

In work [41], it is proposed a congestion-aware applications mapping heuristic algorithm, based on 

betweenness centrality metric of links, which makes it possible to alleviate congestion from highly 

loaded NoC links. The proposed algorithm utilizes the volume of communication traversing through 

NoC links to obtain the operational and dynamic characteristics of the system. Compared with other 

baseline application mapping algorithms, the proposed approach achieved up to 46% and 12% lower 

channel load and end-to-end latency. Despite the fact that the work of the algorithm is demonstrated 

on the example of mesh topology, this approach can be extended to any regular topology including 

circulant graphs.  

In [42] the process of synthesis of an energy-efficient NoC consists of such stages as: mapping the 

graph of subtasks to the characteristic tasks graph; mapping the processor elements to cells in a 2D 

mesh-like topology; mapping routing information to connectivity resources; assigning priorities 

between tasks and setting the operating frequency lines of communication depending on their loading 

according to the DVS algorithm [43]. The first three steps are performed using genetic algorithms. 

This approach makes it possible to reduce energy consumption by 39%, in comparison with the 

algorithm which is based on the use of a random mapping of the task on NoC and XY routing. This 

approach fully adapts to our task by performing the processor elements mapping on the circulant 
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topology on the second stage instead of mesh and selecting the routing algorithm suitable for circulant 

topology. 

In the latest researches, we observed a two-step approach, when several methods of the optimal 

mapping of the application task graph onto a regular network topology of the NoC are combined 

together, and it mutually reinforces the resulting performance gain.  

For example, in work [44], it is proposed a dynamic resource balance algorithm to achieve a higher 

system performance by balancing the utilization of on-chip computing resources and communication 

resources: at first, a dynamic communication optimization algorithm is applied, and then a 

multi-rectangle selection algorithm, to choose a corresponding number of resource regions for the 

constructed mapping scheme to allocate the application, is used. The authors state that their approach 

improves the system throughput by at most up to 31.6% compared with First Free algorithm [45]; up 

to 25.2% – compared with Nearest Neighbor algorithm [46]; and up to 9.4% – compared with 

CoNA-SHiC algorithm [47]. The work contains a rather simplified model of the location of compute 

nodes and their corresponding routers on the chip area; in reality, they can intersect and overlap, as 

well as do the communication wires between them. The usage of circulant graphs as topologies for 

NoCs will require a more accurate calculation of the Manhattan distances between routers which can 

be obtained after the NoC synthesis stage and its placement on the crystal resources, especially, when 

it is an FPGA. Nevertheless, this task does not seem impossible. 

In other work [48], the problem of energy-efficient contention-aware application mapping and 

scheduling on NoC is considered. It is presented a model, where voltage scaling techniques for 

processors are combined with frequency tuning techniques for NoC links to save overall system 

energy consumption. The two-step approach consists of: 1) application mapping problem formulated 

as a quadratic binary programming problem to minimize the communication energy and solved by 

using a relaxation-based iterative rounding algorithm; 2) application scheduling problem which aims 

to find the optimal voltage level for each application task and optimal frequency level for each 

communication link to minimize the overall system energy consumption and solved by genetic 

algorithm to search the solution space for the voltage and frequency assignment that minimizes the 

overall system energy consumption and meets the application’s deadline. As a result, the authors argue 

that energy saving achieves up to 26.5% in simulations with real application graphs. In this study, the 

NoC structure and topology are presented at a high level of abstraction with a logical spatial 

connection of heterogeneous computing nodes to mesh topology, but there are no obstructions to 

prevent it from being modified to a more optimal circulant topology. 

4. Conclusion 

Thus, the analysis of various ways of NoC synthesis by projecting the characteristic tasks graph onto a 

predefined regular topology has shown that all optimization methods consist in finding the 

arrangement of computational tasks on topology nodes capable to minimize data flows and distances 

between nodes with the most intensive data exchange. This is achieved through the application of 

various approaches based on the solution of the problem of linear programming, the use of genetic 

algorithms and various tools for estimating the distribution of energy consumption, and other 

performance NoC characteristics. 

In most cases, mesh topology is used as the predefined NoC topology, characterized by the simplicity 

of the organization and use of deterministic routing algorithms, which is its advantage, but, at the same 

time, determines the drawbacks – the limitations associated with the non-optimal form of topology, 

especially, when mesh topology of rectangular shape is used. For this reason, the approach to NoC 

synthesis by projecting the characteristic tasks graph onto a predefined regular topology is mainly used 

when NoC has a homogeneous structure with homogeneous nodes and a uniform distribution of data 

flows. Although, even in this case, it is actual to use circulants as NoC topological solutions with 

better characteristics. In addition, most of the approaches to NoC synthesis are considered to be quite 

universal and can be applied for NoC synthesis on the basis of circulant topologies which will make it 
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possible to take advantage of the deterministic approach, but with the use of more effective NoC 

topologies optimized for a particular task. 
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