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Abstract—With the active development and application of 
multi-core systems-on-chip, the design of efficient communication 
systems- on-chip is becoming a particularly challenging task. 
Designing a communication subsystem of networks-on-chip 
(NoCs) is a time-consuming process whose task is to select the 
optimal characteristics in a given range of values. Low-level 
modeling is an integral design step that allows obtaining accurate 
network characteristics, although it is time-consuming compared 
to high-level modeling. Most low-level NoC models include all the 
system-on--chip (SoC) components, thus slowing down modeling 
the communication subsystem (because to check one parameter, it 
is required to simulate the entire system). The proposed low-level 
model of a communication subsystem allows for automated 
generation of HDL model, as well as for modeling of both topology 
and routing algorithms for NoCs. The experiments carried out as 
exemplified by the study of circulant topologies showed an 
increase in the modeling rate, as well as the correctness and 
usefulness of such a model for various applications. 

Keywords—NoC, modeling automation, low-level modeling, 
NoC communication subsystem 

I. INTRODUCTION

Currently, one of the most important areas of research in the 
field of informatics and computing systems is the construction 
of multi-core processors. The transition to multi-core processors 
allows us to overcome the performance degradation in the 
design of more and more complex single-core systems [1]. In 
the context of growing interest in technologies for constructing 
SoCs / multiprocessor SoCs for computing and neural networks, 
with the number of cores reaching hundreds of thousands [2, 3], 
there is the matter of the efficiency of communication between 
the cores. In a multi-core processor with a small number of 
cores, communication between IP cores and other components 
occurs using a common bus [4, 5] which is not able to provide 
communication between a large number of cores since its 
operating speed decreases, and the bus no longer meets the 
throughput requirements of multiprocessor SoCs [1]; therefore, 
NoCs are becoming widespread. 

NoC design is a multi-step task that aims to define many 
different network characteristics: selection of main NoC 
components, the topology of router connections, routing 
algorithm, structure and features of router performance, method 
of control and arbitration of data flows in the network [6, 7]. To 
analyze the impact on NoC performance, to make certain 

decisions, modeling is required. The use of a network to connect 
computational nodes makes it possible to achieve efficient 
operation of a large number of nodes, as well as to maintain the 
acceptable speed of data transmission between them [8, 9]. 

Depending on what characteristics of the system are 
investigated, and at what stage, several types of modeling can be 
distinguished: 

• high-level modeling. It is usually carried out in the early
stages of design and is carried out using high-level
languages [10, 11, 12, 13, 14]. At this stage components
such as, communication subsystem topology,  routing
algorithm, type of computing nodes are primary
selected;

• behavioral modeling. It is used to assess network traffic
and analyze the throughput and delays of packet
transmission, as well as study the effectiveness of
routing algorithms in NoCs [15, 16]. Based on the
simulation results, recommendations are made for
changing the NoC components;

• low-level modeling. It is used to study the consumption
of chip resources and power consumption of the
designed system at the level of its prototype described
in HDL [17, 18].

High-level and behavioral models are usually developed in 
high-level languages. Their main task is to check the operability 
of the network, its throughput, saturation level. High-level 
models are not synthesized into a real NoC; so, they are not 
enough to finally assess the possibility of using the selected 
network configuration on FPGA. They only put forward a 
hypothesis about which network parameters are better. 

HDL models are more accurate because they are actually an 
NoC prototype. Investigation of HDL models gives information 
about the chip resources occupied by the network, show the real 
frequency, the network works with a short. However, modeling 
takes much longer since events in each element of the circuit are 
analyzed at each moment of time, and for this, event-driven 
modeling tools are used (for example, ModelSim [19]). This 
allows an accurate NoC model to be obtained, as exemplified by 
Netmaker [20, 21]. The main disadvantage of this approach is 
that modeling takes too long. 
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II. LOW-LEVEL NOC MODELS 
Low-level NoC models are complex systems that include 

computational nodes, a connection structure of these nodes 
(communication topology), routers that control the transfer of 
data between computational nodes. NoC design consists of the 
selection of such network parameters so that the required 
characteristics can be achieved. An example of such a model is 
Netmaker [20]. The model is developed in SystemVerilog and 
includes a description of a router with virtual links, network 
topology structure, routing algorithms, arbitration systems for 
access to virtual links, and other components. Normally, a 
description of the communication topology of computational 
nodes is deeply integrated into the model. The number of 
topologies supported is limited to the most commonly used ones, 
such as mesh and torus. Modification of such models (adding a 
new topology, communication with other NoC components) is a 
difficult task. 

This model allows for a comprehensive NoC study. 
However, when the selection of network parameters occurs, in 
one iteration of the simulation, one investigated parameter is 
subject to change. Since the HDL models are highly connected, 
then when even one parameter in one of its components changes, 
it is necessary to simulate the entire network as a whole. Which 
leads to a strong increase in the time required to obtain results. 
Changes made at each stage of modeling affect only one 
component of the network, thus, there is no need to re-model the 
part of the network in which no changes occurred [22]. Separate 
modeling of system components will speed up the modeling 
process of both one component and the network as a whole by 
reducing the time required to verify network parameters. 

III. HDL MODEL OF NOC COMMUNICATION SUBSYSTEM 
Due to the existing shortcomings of the available low-level 

methy-on-a-chip models, which do not allow modeling 
networks with a large number of nodes, and also do not allow 

changing model components, an original HDL model which 
allows for the simulation of a separate NoC communication 
subsystem and provides the ability to separately simulate NoC 
conponents was developed. Its structure is shown in Fig. 1. 

The model consists of 4 components: 

• the core of the model (generated files in Verilog which 
implement communication subsystem of NoC under 
study with possibilities for its comprehensive 
parameterization); 

• configuration module which produces a parametric 
generation of NoC communication subsystem allowing 
to configure the characteristics of the network (the 
number of nodes, the topology of communication 
between them, the choice of the routing algorithm), and 
also allows you to additionally view the topology of the 
network and get a list of all optimal routes between the 
nodes for further analysis of the results; 

• data processing module which is required to obtain the 
results of the model and generates test data for 
submission to the model in real time; 

• testing infrastructure which contains files for automatic 
testing of the model on pre-prepared data instead of 
prototyping.  

The core of the model [23, 24] consists of two main files – 
Router.v, Topology.v and an auxiliary file Signal_generator.v. 
Router.v file implements the investigated routing algorithm and 
is actually a state machine, based on which a router operates in 
the network. Using the information about communication 
subsystem topology (stored in the router), as well as the service 
information (stored in transmitted data packets), the port to 
which the packet must be sent so that it reaches the destination 
node is selected 

 
Fig. 1. Structure of HDL model of communication subsystem 
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For the working of the vast majority of routing algorithms, it 
is necessary to store information about the number of routers in 
the network, about the number of ports to which a packet can be 
sent, as well as information about the type of connection of 
nearest routers. Structurally, this file consists of three parts: a 
block that is responsible for receiving packet data, determining 
which part of the router it came from and extracting data from it 
are necessary for the routing algorithm to work; a block that 
implements the routing algorithm, which calculates to which 
port the packet must be transmitted in order for it to reach the 
destination node; a block that changes the original received 
packet, overwriting the service information prepared by the 
routing algorithm into it, and sends the changed packet to the 
required port. 

Topology.v file implements the investigated communication 
subsystem topology. It connects all routers to each other in 
accordance with the investigated topology, transfers data 
between them and outputs information to the computing node. 
Additionally, auxiliary modules for interacting with the model 
are connected in this module. 

Signal_generator.v file is auxiliary and, in fact, is not a 
structural element of the communication subsystem; it is needed 
to emulate the generation of data packets when testing network 
performance and is a replacement for computational nodes 
which generate and receive data in the network. All router ports 
in charge of communication with computing nodes are 
connected to Signal_generator.v module. To conduct high-level 
testing of the model in this module, all the logic necessary for 
the operation of the DPI interface is additionally implemented. 

Signal_generator.v module generates test data packets that 
are fed to the network, and also receives packets from the 
network and analyzes for errors when the packet passes through 
the network. Since the main task is to test the very operation of 
network topology and routing algorithm, 1 bit and a certain 
number of bits of service information act as the payload data of 
the data packet which in the general case contains the numbers 
of the source and receiver nodes of the data packet. 

The model is built in such a way that allows easy integrating 
third-party modules without deep reworking of the original code 
structure. For example, to add computational nodes which are to 
generate data transmitted over the network, it is necessary, in 
Router.v module, instead of 1 bit which indicates the presence 
of transmitted data, to add the packet length required for the 
computational node. Additionally, it is necessary, in the 
Topology.v module, instead of the Signal_generator.v module, 
to connect the required computational modules as sources of 
packages. In a similar way, it is possible to connect other 
network modules to implement complex modeling of the 
communication subsystem. 

Since Signal_generator.v is an auxiliary file, its modeling 
together with the main network files introduces redundancy and 
adds distortions to the occupied amount of chip resources during 
prototyping. In this case, it is possible to calculate how much 
space on the chip this module takes and consider this data when 
analyzing the space occupied by the communication subsystem. 

The assessment of redundancy impact introduced by 
Signal_generator.v module on prototyping communication 
subsystem is shown in Fig. 2 and Fig. 3. 

 
Fig. 2. Dependence of the use of FPGA registers for all network and 
auxiliary modules on the number of nodes in the network. 

 
Fig. 3. Dependence of the use of logical FPGA resources for all network and 
auxiliary modules on the number of nodes in the network. 

The figures show that the module takes much less resources 
than the communication subsystem. Numerical calculation of 
the resources occupied by Signal_generator.v module can be 
represented as 

 𝑈𝑈𝑎𝑎𝑎𝑎𝑎𝑎  =  0,0034 ∗ 𝑥𝑥2  +  4,2420 ∗ 𝑥𝑥 +  2,7879 (1) 

 𝑈𝑈𝑟𝑟𝑟𝑟𝑟𝑟  =  0,0076 ∗ 𝑥𝑥2  +  7,7416 ∗ 𝑥𝑥 +  9,5715 (2) 

where 𝑥𝑥 – number of nodes in the network. 

If for networks with less than 10 nodes, auxiliary modules 
occupy a good part of the resources occupied by the network 
(more than 60% of registers and more than 40 % of logical 
blocks), then with an increase in the number of nodes to 100, 
auxiliary modules occupy 17 % of registers and 7 % logical 
blocks. For networks with more than 100 nodes, the number of 
occupied logical blocks can be considered to be a constant. 
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The number of crystal resources occupied by the auxiliary 
module practically does not depend on the selected routing 
algorithm or topology. It mainly depends on the number of 
nodes in the network. The main element that is contained in the 
module is the data buses that go to all routers and it is they who 
set the main load on the registers, as well as the algorithms for 
choosing the router to which the packet is initially fed make up 
the main load on the logical elements. 

For the modeling communication subsystem, specialized test 
benches required for preliminary testing of the model were 
developed. Additionally, the ability to call files for testing 
(developed in a high-level language using DPI interface) is 
implemented. 

IV. MODELING AUTOMATION OF NOC SUBSYSTEM  
For each analyzed configuration of the communication 

subsystem, it is necessary to create original model core files, and 
it is a routine and time-consuming task. To automate this 
process, the Configurator module in C# was developed. The task 
of this module is to generate model core files based on 
information about the topology and routing algorithm. 

There are two options for file generation: by prototype and 
by translation from C#. 

When generating files based on a prototype, the developer 
needs to make one-time coding of model core and testbenches. 
When subsequent iterations of modeling, the configuration 
module is specified which parameters in the files need to be 
changed in order to bring them into conformity with the 
configuration under study. It is also possible to specify a list of 
modeling configurations. 

When generating HDL files by translation from C#, code 
tokens are generated. To simplify the analysis, certain 
requirements are imposed on the C# algorithm in terms of the 
structure and used language constructs. An element that is to be 
exposed as a Verilog module must be developed as a separate 
function in C#. Only a limited set of language keywords can be 
used in the implementation of the algorithm. Currently, the 
following data types are supported: integer, long, boolean. To 
reduce the use of memory registers, the maximum possible size 
of a one-dimensional array of registers is calculated for integer 
and long types. In most cases, the maximum possible length of 
an array of registers for variables is limited by the number of bits 
equal to 𝑙𝑙𝑙𝑙𝑙𝑙2𝑁𝑁 (𝑁𝑁 – number of nodes in the network) required 
to store the number of nodes in the network. There is also a 
limitation on the use of operators. The following operators are 
currently supported: if, for, do, while, case. The given set of data 
types and operands allows the vast majority of routing 
algorithms to be implemented in C# and does not require 
complex code translation procedures [25]. 

The first method of generating files is suitable for any files, 
including those developed by third-party developers. However, 
it requires initial modeling and prototyping, which is time-
consuming. The second method is faster, since there is no need 
to develop the initial development of files for the prototype 
model. But this method imposes a number of restrictions on the 
implementation of algorithms in a high-level language. 

Configuration module can automatically generate all the 
files required by Verilog and start modeling and prototyping of 
the communication subsystem using TCL commands. 
Additionally, the configuration module implements the 
possibility of a high-level check of the correctness of the 
structure of the communication subsystem and routing 
algorithm by generating routing paths from zero router to all the 
others. Thus, it becomes possible to combine high-level models 
and low-level models in one software package to carry out end-
to-end simulation of the NoC. 

Signal_generator.v file allows submitting generated packets 
to check the operation of the communication subsystem in 
automatic mode. To obtain the results of network operation in 
the form of a file, a Data receiver module was developed. This 
module is also developed in C#. The data processing module 
allows connecting to Signal_generator.v module, receiving 
simulation results, and saving them to a file for further analysis. 
Also, the ability to supply data in manual mode using the UART 
interface employed in Signal_generator.v was implemented. 

V. INVESTIGATION OF THE DEVELOPED NOC MODEL  
To test the proposed model, we simulated circulant topology 

networks with the number of generators 2 and the number of 
nodes from 9 to 100 [26]. Modeling was done using Intel Core 
i5-9400 2.90 GHz – 16 GB RAM. An estimate of the resources 
occupied by the communication subsystem on FPGA 
(depending on the selected routing algorithm) was obtained. 
Two simulations were carried out: manual - when the developer 
for each network developed an HDL model and tested it; 
generation of HDL codes was carried out automatically using 
the developed model and its testing was also carried out. The 
results met all expectations and confirmed the correct operation 
of the model during simulation, and also when it was 
implemented on an FPGA chip.  

 We also compared the modeling rate of communication 
subsystem using Modelsim and using the developed model for 
Clockwise routing algorithm. The comparison result is shown in 
Fig. 4. 

 
Fig. 4. Comparison of modeling rate of communication subsystem using 
Modelsim and the model proposed. 

The figure shows that on topologies with a small number of 
nodes, the proposed modeling method requires more time to 
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conduct an experiment due to the need to perform more steps to 
start modeling, and to configure model generation, to create 
generation files as well. However, when the number of beats is 
more than 20, the speed of modeling using Modelsim exceeds 
the speed of modeling using the developed model. And with a 
large number of nodes, a significant gain in modeling rate is 
achieved. For the selected topology and routing algorithm, the 
increase in time for modeling using the proposed method grows 
linearly and depends on how many crystal resources will be 
used. 

VI. CONCLUSION 
The proposed low-level model of NoC communication 

subsystem allows automation of development of a single-type 
code for models of SoC communication subsystems with a 
change in certain parameters due to the automated generation of 
HDL code from the high-level code from C#, as well as 
modeling the system, collecting and primary processing of 
simulation results. The consequence of automation of 
development and modeling is an increase in modeling rate by 
1500% due to a decrease in the time required to prepare the 
model. The modular structure of the proposed model makes it 
easy to adapt it to any task by adding the necessary components, 
without losing the possibility of separate modeling of NoC The 
carried out approbation of the model exemplified by the study 
of the amount of resources occupied by communication 
subsystem (depending on the selected routing algorithm) 
showed the operability of the model, significant reduction in 
time to obtain results and correctness of HDL files it creates. 
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