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Abstract—An algorithm for generating parity-check matrices of regular low-density parity-
check codes based on permutation matrices and Steiner triple systems S(v, 3, 2), v = 2m − 1,
is proposed. Estimations of the rate, minimum distance, and girth for obtained code construc-
tions are presented. Results of simulation of the obtained code constructions for an iterative
“belief propagation” (Sum-Product) decoding algorithm applied in the case of transmission over
a binary channel with additive Gaussian white noise and BPSK modulation are presented.

DOI: 10.1134/S0032946013040042

1. INTRODUCTION

Low-density parity-check codes (LDPC codes) were proposed by Gallager in [1]. These are
linear block codes defined by their parity-check matrices H characterized by a relatively small
number of ones in their rows and columns. It is often convenient to consider an LDPC code as its
Tanner graph [2], where connected symbol and code vertices are used for representation of rows
and columns of a parity-check matrix.

An important characteristic of an LDPC code is absence of cycles of certain lengths. A cycle
of length 4 (4-cycle) can be understood as a rectangle in the parity-check matrix whose vertices
are ones. The absence of 4-cycles can be defined with the help of scalar product of all rows (or
columns) in the parity-check matrix. If every pairwise scalar product of rows (or columns) in the
parity-check matrix is not greater than 1, then 4-cycles are absent. Cycles of larger lengths are
defined by the girth of the Tanner graph.

Apart from random LDPC codes, various algebraic constructions of low-density parity-check
codes based on permutation matrices [3–12], projective geometries [13], and other combinatorial
constructions [14, 15] are often used in practice. The main advantage of such approach is the
possibility to obtain code construction with deterministic characteristics such as girth and minimum
distance.

The main objective of this work is to construct and explore properties of an ensemble of low-
density parity-check codes based on two algebraic constructions simultaneously: Steiner triple
systems S(v, 3, 2) and permutation matrices. The authors are not aware of works where Steiner
triple systems and permutation matrices are simultaneously used for constructing parity-check
matrices of LDPC codes.

We propose a simple generation method for parity-check matrices of such codes with v = 2m−1.
For the obtained ensemble, we give lower and upper bounds on the code rate and lower bounds
on the minimum distance and girth bound were. For the proposed constructions of parity-check
matrices, we prove that the girth is at least 6 and the minimum distance is at least 4.
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334 IVANOV, ZYABLOV

One of major advantages of this class of codes is the possibility for decoding parallelization [16].

It should be noted that LDPC-codes based on Steiner triple systems were also considered in [15],
but in contrast to codes proposed in this paper, their decoding algorithm cannot be parallelized.

The paper is organized as followed. In Section 2 we introduce main definitions and notation
which we need in what follows. Section 3 contains an algorithm for generating weight-3 codewords
of a Hamming code. Section 4 presents an algorithm for generating parity-check matrices of codes
proposed in this paper. In Section 5 we explore the obtained ensemble. In Section 6 we give
an example of a code construction with minimum distance at least 6. Simulation results for the
obtained code constructions are contained in Section 7. Comparison with known LDPC code
constructions is conducted.

2. MAIN DEFINITIONS AND NOTATION

Definition 1. A Steiner system S(v, k, t) is a pair (X,B) where X is a set of v elements and B
is a class of k-subsets of X (called blocks) so that any t-subset of X is contained in exactly one
block of the class B. A system S(v, 3, 2) is called a Steiner triple system.

We will use the following notation:

• A system S(v, 3, 2) is denoted by STS(v);
• Let c(x) be a polynomial over GF (2); then by w(c(x)) we mean the Hamming weight of c(x);
• By H(m) we mean a binary [2m − 1, 2m −m− 1, 3] Hamming code.

It is commonly known that H(m) is a perfect code. In 1847, Kirkman proved that STS(v) exists
if and only if v ≡ 1, 3 (mod 6).

In this paper we consider the case of v = 2m − 1, m > 1, m ∈ N. It is easy to note that if
m = 2k, k ∈ N, we have 2m − 1 ≡ 3 (mod 6), and if m = 2k + 1, 2m − 1 ≡ 1 (mod 6). Thus,
the requirements of Kirkman’s theorem are satisfied. Also, it is commonly known that weight-3
codewords of H(m) form a system STS(2m − 1).

For details on Steiner triple systems, see [17].

3. GENERATION OF WEIGHT-3 CODEWORDS OF H(m)

Consider a Hamming code H(m), m > 3. We will represent all weight-3 codewords as c(x) =
xi1 + xi2 + xi3 , where 0 ≤ i1 < i2 < i3 ≤ 2m − 2. A codeword c(x) will be chosen so that all the
2m − 2 cyclic shifts of its coordinates are different. Also we define p to be the minimum natural
number for which c2

p
(x) ≡ c(x) mod (x2

m−1 − 1) holds.

Since c(x) is a weight-3 codeword, c2(x), c4(x), c8(x), . . . , c2
p−1

(x) are different weight-3 code-
words.

Since c2
m
(x) ≡ c(x) mod (x2

m−1 − 1), we have p ≤ m. It is easy to show that p = m if 2m − 1
is a prime. Indeed, without loss of generality we may assume that 0 = i1 < i2 < i3 ≤ 2m − 2.
Then the equality c2

p
(x) ≡ c(x) mod (x2

m−1 − 1) implies i22
pi32

p ≡ i2i3 mod (2m − 1), which is
equivalent to i2i3(2

p − 1)(2p + 1) ≡ 0 mod (2m − 1). It is obvious that if 2m − 1 is a prime, this
relation holds only if p = m.

However, in some cases, p = m can be obtained even for a composite 2m−1. The table presents
values of p for some polynomials c(x) ∈ H(m), w(c(x)) = 3.

Since the code H(m) is cyclic, together with any codeword c(x) ∈ H(m) it contains xjc(x),
j = 1, . . . , 2m − 2. Thus, a codeword c(x) ∈ H(m), w(c(x)) = 3, generates

N3(c(x)) = p(2m − 1)

codewords cj(x), w(cj(x)) = 3.
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LDPC CODES BASES ON STEINER SYSTEMS 335

Table

m c(x) p

4 x4 + x+ 1 2
5 x5 + x2 + 1 5
6 x6 + x+ 1 6
7 x7 + x+ 1 7

The weight spectrum A(w, 2m − 1) of the Hamming code H(m) is considered in [18]:

A(3, 2m − 1) =
(2m − 1)(2m − 2)

6
.

Thus, in the case of a prime 2m − 1, there are

Ncl(m) =
A(3, 2m − 1)

N3(c(x))
=

2m−1 − 1

3m

codewords c̃1(x), c̃2(x), . . . , c̃Ncl(m)(x) such that any codeword c̃i(x) in this set generates N3(c̃i(x)) =

m(2m − 1) codewords of weight 3, but no codeword xk c̃2
t

j (x), 0 ≤ k ≤ 2m − 2, 0 ≤ t < p, can be
obtained from c̃i(x), i �= j, using the algorithm discussed above.

4. LDPC CODES BASED ON PERMUTATION MATRICES AND STS(2m − 1)

Consider the Hamming code H(m), m > 3. Using the method proposed in Section 3, we
construct p(2m−1) polynomials c̃1(x), . . . , c̃p(2m−1)(x), p ≥ 2, from polynomials p c(x), . . . , c2

p−1
(x).

We arrange the obtained polynomials in the form of a matrix ˜H as follows:

˜H =
[

c(x), xc(x), . . . , x2
m−2c(x) | . . . | c2p−1

(x), xc2
p−1

(x), . . . , x2
m−2c2

p−1
(x)

]

.

Now rewrite ˜H in the form
˜H =

[

S0, . . . ,Sp−1
]

,

where
Sj =

[

c2
j
(x), xc2

j
(x), . . . , x2

m−2c2
j
(x)

]

, 0 ≤ j ≤ p− 1.

A submatrix Sj is a square matrix of size (2m−1)× (2m−1). It is easy to check that the weight

of any row or column of Sj ⊂ ˜H is 3. This follows from the fact that any of three powers of c2
j
(x)

independently of each other runs over the complete system of residues modulo 2m − 1.

Thus, ˜H is of size (2m − 1) × p(2m − 1), the weight of each row is ñ0 = 3p, and the weight of
each column is ˜l = 3.

The size of ˜H can be made a multiple of p(2m−1) by replacing each of the 3p(2m−1) ones with
an arbitrary t× t permutation matrix P ij and each of the p(2m − 1)2 − 3p(2m − 1) zeros with the

zero t× t matrix Zij . Denote the result of this transformation of ˜H by ̂H ; then ̂H is a low-density
t(2m− 1)× pt(2m − 1) matrix with each row having weight n0 = ñ0 = 3p, and each column, weight
l = ˜l = 3.

Choose an arbitrary natural k such that 2 ≤ k ≤ p. Form a matrix H by choosing an arbitrary
k-element, 1 < k ≤ p, ordered subset 〈Si1 , . . . ,Sik〉 ⊂

[

S0, . . . ,Sp−1
]

, 0 ≤ ij ≤ p − 1, 1 ≤ j ≤ k.
The matrix H thus obtained is of size t(2m−1)×kt(2m − 1), the row weight is 3k, and the column
weight is 3.

Thus, by choosing arbitrary numbers m > 3 and 2 ≤ k ≤ p and choosing 3k(2m−1) random t×t
permutation matrices, t > 1, we define an ensemble of regular low-density parity-check (3, 3k)-codes
of length n = kt(2m − 1). We denote the obtained ensemble by ESTS(m,k, t).
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336 IVANOV, ZYABLOV

Definition 2. An arbitrary code C ∈ ESTS(m,k, t) will be called a low-density parity-check code
based on permutation matrices and STS(2m − 1).

5. SOME PROPERTIES OF LDPC CODES
FROM THE ESTS(m,k, t) ENSEMBLE

We obtain an upper and lower bound for the rate of codes in the ESTS(m,k, t) ensemble.

Theorem 1. Let R be the rate of an LDPC code C ∈ ESTS(m,k, t). Then

1

2
≤ R ≤ 1− 1

m
.

Proof. The condition R ≥ 1

2
is obtained by choosing the minimum value k = 2. The condition

R ≤ 1− 1

m
follows since p ≤ m. 


However, it should be noted that the rate R does not take all possible values from the segment
[1

2
, 1− 1

m

]

but only takes finitely many values according to the parameter k.

In Section 3, the question was considered of the number of weight-3 codewords that cannot be
obtained from each other by cyclic shifts and raising to a power. Finding such codewords allows
us to slightly increase the rate of a resulted code. Consider the following example.

Example 1. Let m = 7. Consider the Hamming code of length 127 with generator polynomial
c(x) = x7 + x+ 1. Since 27 − 1 = 127 is a prime number, for this code we have

Ncl(7) =
A(3, 27 − 1)

N3(c(x))
=

27−1 − 1

21
= 3.

Thus, there are three polynomials such that neither of them can be obtained from another by a
shift or raising to a power. These polynomials divide all A(3, 127) = 2667 weight-3 codewords into
three equinumerous subsets M1,M2,M3, |Mi| = 889, i = 1, 2, 3, such that no element of one subset
can be represented via shifts or powers of elements of the other two.

Consider an arbitrary subset Mi. Without loss of generality, we may fix i = 1. According
to the table given above, there is a polynomial c(x) in M1 such that the smallest p for which
c2

p
(x) ≡ c(x) mod (x127 − 1) is 7. Thus, the highest rate of a code whose parity-check matrix H1

is obtained by concatenation of all elements of M1 and application of the procedure from Section 3

is Rmax = 1− 1

m
=

6

7
≈ 0.8571.

The same is true for codes based on M2 and M3. We denote their parity-check matrices by H2

and H3, respectively.

Let us write the obtained matrices in succession. The obtained matrix

H =
[

H1 H2 H3
]

is a parity-check matrix of an LDPC code with the maximum rate

Rmax = 1− 1

3m
=

20

21
≈ 0.9524.

Moreover, all properties that hold for its three subcodes are also valid for the obtained code.

Now let us estimate the minimum distance of a code based on STS(2m − 1).

Theorem 2. Let dmin be the minimum distance of an LDPC code C based on STS(2m − 1).
Then

dmin ≥ 4.
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Proof. It was proved in [15] that the minimum distance ˜dmin of a code whose parity-check
matrix is the incidence matrix of a system S(v, k, t) is at least k+ 1. Thus, the minimum distance
of a code with parity-check matrix ˜H is at least 4. Hence, the minimum distance of a code with
parity-check matrix H is also at least 4. 


Example 2. Consider the Hamming code H(5). From the table given in Section 3, it follows

that p = 5. Thus, there are LDPC codes based on S(31, 3, 2) with rates R ∈
{1

2
,
2

3
,
3

4
,
4

5

}

. For the
polynomial c(x), we choose c(x) = x5 + x2 + 1. Consider the matrix

˜H =
[

S0, . . . ,S4
]

.

Choosing the ordered subset
〈S1,S3〉 ⊂

[

S0, . . . ,S4
]

,

we construct the matrix ˜H2 =
[

S1,S3
]

.

One can verify that the minimum distance of the code with parity-check matrix ˜H2 is 6. Thus,
the minimum distance d of the code whose parity-check matrix H is obtained by ˜H2 using the
method described in Section 4 is at least 6.

In [15] it was proved that the girth g in the incidence matrix of S(v, 3, 2) is 6; at the same time,
the above-mentioned method for increasing the size of ˜H does not decrease g. Thus, we have the
following result.

Theorem 3. Let g be the girth of the parity-check matrix H of a code C based on STS(2m−1).
Then

g ≥ 6.

Now let us determine a condition guaranteeing a strict increase in the minimum distance when
replacing each of the 3k(2m − 1) ones in ˜H =

[

S0, . . . ,Sk−1

]

with matrices of cyclic pij-shifts (i.e.,
cyclic shifts by pij positions).

Theorem 4. Let the minimum distance ˜d of a code with parity-check matrix ˜H be 4. Consider
all combinations of four linearly dependent columns in ˜H. If, upon replacing ones in the columns
with matrices of cyclic pij-shifts, in each of such combinations at least one cycle of length 6 is
transformed into a cycle of greater length, then the minimum distance of the obtained code is d ≥ 6.

Proof. Consider the parity-check matrix ˜H . Since ˜d = 4, any three of its columns are linearly
independent and there is at least one combination of four linearly dependent columns. Choose
any of such combinations hi1 ,hi2 ,hi3 ,hi4 . By properties of Steiner triple systems, the weight of
any row in the matrix H i obtained by concatenation of such columns is 2, and the weight of any
column is 3. A configuration of such columns is shown in Fig. 1.

Consider a codeword of the code with parity-check matrix ˜H:

˜c = (0 . . . 0 1
︸︷︷︸

i1

0 . . . 0 1
︸︷︷︸

i2

0 . . . 0 1
︸︷︷︸

i3

0 . . . 0 1
︸︷︷︸

i4

0 . . . 0).

In the matrix ˜H , replace every one with a t× t matrix of a cyclic pij-shift of columns of the identity
matrix I and replace every zero with the t × t zero matrix. Similarly, replace every zero in c
with the all-zero vector of length t and replace every of the four ones with an arbitrary vector cij ,
j = 1, . . . , 4, of length t and weight 1. It is easy to note that if the four ones are arranged so
that two (or more) of them belong to the same vector of length t, then the obtained vector is not
a codeword. This follows from the linear independence of any three columns of the parity-check
matrix ˜H. Therefore, we are interested in the case where all the four ones are contained in different
vectors of length t.
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hi1 hi2 hi3 hi4

Fig. 1. Configuration of four linearly dependent columns hi1 ,hi2 ,hi3 ,hi4 .

For this case, let us compute the product HcT , where H is obtained from ˜H by the method
described above, and c is obtained from ˜c. Let HcT = 0; then this matrix equation is equivalent
to the following system of six equations:

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

Ip11ci1 + Ip12ci2 = 0,

Ip21ci1 + Ip23ci3 = 0,

Ip31ci1 + Ip34ci4 = 0,

Ip42ci2 + Ip43ci3 = 0,

Ip52ci2 + Ip54ci4 = 0,

Ip63ci3 + Ip64ci4 = 0.

(1)

In this system, the first index in pij means the number of the equation, and the second, the column
number. Since linear dependence is preserved under permutation of columns, such enumeration is
always possible.

Let vectors ci1 , ci2 , ci3 , ci4 of length t contain one in positions i1, i2, i3, i4, respectively. Since

Ipjkcik = c(ik+pjk) mod t, k = 1, . . . , 4, j = 1, . . . , 6,

system (1) of vector equations with matrix coefficients is equivalent to the following system in
residues modulo t:

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

i1 − i2 ≡ p12 − p11 (mod t),

i1 − i3 ≡ p23 − p21 (mod t),

i1 − i4 ≡ p34 − p31 (mod t),

i2 − i3 ≡ p43 − p42 (mod t),

i2 − i4 ≡ p54 − p52 (mod t),

i3 − i4 ≡ p64 − p63 (mod t).

(2)

In this system, i1, i2, i3, i4 are variables and pij are constants. Therefore, system (2) can be
represented in the matrix form

X

⎛

⎜

⎜

⎜

⎝

i1
i2
i3
i4

⎞

⎟

⎟

⎟

⎠

= P ,
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where the coefficient matrix X over the ring of residues modulo t is of the form

X =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 −1 0 0
1 0 −1 0
1 0 0 −1
0 1 −1 0
0 1 0 −1
0 0 1 −1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

with rank(X) = 3, and P is the column of free parameters:

P =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

p12 − p11
p23 − p21
p34 − p31
p43 − p42
p54 − p52
p64 − p63

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

According to the Kronecker–Capelli theorem, system (2) is consistent if and only if rank(X) =
rank(X |P ).

By elementary transformations of the matrix (X |P ), we obtain that rank(X |P ) coincides with
the rank of the matrix

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 y
0 0 0 0 0
0 0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

where
y = (p43 − p42) + (p21 − p23) + (p12 − p11) mod t.

According to [19], the condition y = 0 means that a cycle of length six exists in the matrix
⎛

⎜

⎝

Ip11 Ip12 0
Ip21 0 Ip23

0 Ip42 Ip43

⎞

⎟

⎠
.

The same relations for the coefficients can be obtained by computing the rank of (X |P ) in other
ways.

Thus, if at least one of the relations of the form

(p43 − p42) + (p21 − p23) + (p12 − p11) ≡ 0 mod t (3)

is violated, system (2) is inconsistent and, hence, has no solutions for any i1, i2, i3, i4.

This means that if at least one of relations of the form (3) in every linear combination of four
columns (in block sense) of the parity-check matrix H is violated, a vector of weight 4 (or less)
cannot be a codeword. Thus, d > 4. But an odd-weight vector cannot be a codeword for this code
construction; hence, d cannot be less than 6. 


Remark. It should be noted that a weight-6 codeword cannot be obtained on the chosen config-
uration of four columns because in that case column weights are different and a sum of the columns
does not give a codeword. Thus, the minimum weight of a codeword obtained on this configuration
of columns cannot be less than 8.

PROBLEMS OF INFORMATION TRANSMISSION Vol. 49 No. 4 2013
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Now let us present a constructive method for lifting any combination of four linearly dependent
columns of ˜H by matrices of cyclic pij-shifts so that to satisfy the conditions of Theorem 4.

Theorem 5. Let 1 ≤ p1 < p2 < p3 be natural numbers, and let t ≥ p33. Consider a ma-
trix Hi = [hi1 . . .hi4 ] obtained by concatenation of a linear combination (see Fig. 1) of columns
hi1 ,hi2 ,hi3 ,hi4 of ˜H , where ij , j = 1, . . . , 4, are indices of the columns hij in the matrix ˜H.
Following the method described in Section 4, transform H i into a matrix of the following form:

Hp =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

I Ip1 0 0
I 0 Ip21

0

I 0 0 Ip31
0 Ip2 Ip22

0

0 Ip3 0 Ip32
0 0 Ip23

Ip33

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

where Ipr
k
is the matrix of a cyclic prk-shift of columns of the t × t identity matrix I. Then the

minimum weight of a codeword cp such that Hpc
T
p = 0 cannot be less than 8.

Proof. It follows from Theorem 4 that for the validity of this statement it suffices to show that
expression of the form (3) does not hold for at least one cycle of length 6.

For instance, consider a cycle formed on the last columns of Hp. Expression (3) for it is of the
form

(p22 − p2) + (p3 − p32) + (p33 − p23) ≡ 0 mod t.

It follows from the condition of the theorem that (p22 − p2) + (p3 − p32) + (p33 − p23) < p33. Indeed,
assuming that p3 = p2 + δ with δ ≥ 1, the last inequality can be transformed into

−p32 − 2p2δ − (δ2 − δ) < 0,

which is valid for any p2 > 0 and δ ≥ 1.

At the same time, one can show that

(p22 − p2) + (p3 − p32) + (p33 − p23) > 0.

After some transformations, we obtain

(p22 − p2) + (p3 − p32) + (p33 − p23) = (p3 − p2)(1− (p3 + p2) + p23 + p2p3 + p22).

Thus, it remains to show that

1− (p3 + p2) + p23 + p2p3 + p22 > 0.

To this end, we again employ the change of variables p3 = p2 + δ, δ ≥ 1. Then the last inequality
is equivalent to a quadratic inequality with respect to p2

3p22 + (3δ − 2)p2 + (δ2 − δ + 1) > 0,

which is valid for any p2 > 0 and δ ≥ 1, since its discriminant is

D = −3δ2 − 8 < 0.

Thus, by combining the inequalities

(p22 − p2) + (p3 − p32) + (p33 − p23) < p33

PROBLEMS OF INFORMATION TRANSMISSION Vol. 49 No. 4 2013
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hi1 hi2 hi3 hi4 hi5 hi6

Fig. 2. Configuration of six columns with a weight-4 row.

and

(p22 − p2) + (p3 − p32) + (p33 − p23) > 0,

we conclude that

(p22 − p2) + (p3 − p32) + (p33 − p23) �≡ 0 mod t.

According to Theorem 4 and the remark, this means that the minimum weight of a codeword
obtained on this configuration of columns cannot be less than 8.

Similarly it can be shown that expressions of the form (3) do not hold for any cycle of length 6
in the matrix Hp. 


Thus, weight-6 codewords can be formed only on configurations of six columns hi1 , . . . ,hi6 of the
parity-check matrix. Let us form a matrix H i =

[

hi1 . . .hi6

]

by concatenation of these columns.

It is obvious that none of the rows is of odd weight. It is also obvious that no row of Hi can have
weight 6. Indeed, if the weight of at least one row of H i is 6, then, in accordance with properties of
Steiner triple systems, the weight of any row of the matrix ˜Hi obtained from H i by removing the
weight-6 row is 1 (otherwise, this would mean existence of a 4-cycle). However, weight-6 codewords
cannot be formed on this configuration of columns.

At the same time, from the fact that any five columns of Hi are linearly independent and that
adding the remaining column results in appearance of linear dependence, it follows that none of
the rows of H i has weight 4. Otherwise, to avoid appearance of 4-cycles, there should be two rows
of weight 1.

Let us explain the last claim. Assume that among the six chosen columns there are four that
intersect by a single 1. Then a row of weight 4 occurs in H i. Without loss of generality, we may
assume that this condition occurs for columns hi1 , . . . ,hi4 . This set of columns cannot intersect
by any other 1; otherwise, this would mean the presence of a 4-cycle. Since the weight of every
column must be equal to 3, column hi1 must intersect with hi5 and hi6 , and these intersections
must involve different ones; otherwise, a row of weight 3 is formed. Analogous conditions hold
also for columns hi2 and hi3 . Thus, a choice of ones in columns hi1 ,hi2 ,hi3 completely determines
columns hi5 and hi6 . But this implies that column hi4 of weight 3 can intersect with neither hi5

nor hi6 . As a result, two rows of weight 1 are formed.

Figure 2 illustrates the above reasoning.

Thus, we have proved the following statement.
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Lemma 1. Nonzero rows of the matrix Hi =
[

hi1 . . .hi6

]

which form a weight-6 codeword have
weight 2.

Applying the reasoning used in Theorem 4 and the remark, we can formulate the following
theorem.

Theorem 6. Consider weight-6 codewords of a code with parity-check matrix ˜H. All combi-
nations of six linearly dependent columns of ˜H correspond to these codewords. If upon lifting the
parity-check matrix ˜H to a matrix H by replacing each 1 in these columns with matrices of cyclic
pij-shifts using the method described in Section 4, in any of these combinations at least one cycle
of length 8 is transformed into a cycle of greater length, then the minimum weight of a codeword
that meets all of parity-check conditions formed by these columns is 12.

Theorems 4 and 6 imply important consequences.

Corollary 1. Let the minimum distance ˜d of a code with parity-check matrix ˜H be 4. Ex-
tend ˜H to a matrix H by employing matrices of cyclic pij-shifts using the method described in
Section 4. Then, if at least one cycle of length 6 is transformed into a cycle of greater length in
every combination of four linearly dependent columns of ˜H and if at least one cycle of length 8 is
transformed into a cycle of greater length in every combination of six linearly dependent columns
of ˜H, then the minimum distance of the code with parity-check matrix H is at least 8.

Corollary 2. If H is the parity-check matrix of a code based on a system STS(2m − 1) and if
the girth of H is

g ≥ 10,

then the minimum distance of the code is

dmin ≥ 8.

6. CONSTRUCTION OF AN LDPC CODE BASED ON STS(2m − 1)
AND PERMUTATION MATRICES WITH dmin ≥ 6

According to Theorem 4, an LDPC code obtained by the method described in Section 4 (where
matrices of cyclic shifts are chosen as permutation matrices) has minimum distance 6 if and only if at
least one cycle of length 6 is transformed into a cycle of greater length in every linear combination
of four columns in the “frame” matrix ˜H . Thus, if the whole parity-check matrix H does not
contain cycles of length 6, then the minimum distance of a code with this parity-check matrix is at
least 6. An algorithm for generating this parity-check matrix is proposed in this section.

Consider an l × n0 matrix

B =

⎛

⎜

⎜

⎜

⎝

0 a0 2a0 . . . (n0 − 1)a0
0 a1 2a1 . . . (n0 − 1)a1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 al−1 2al−1 . . . (n0 − 1)al−1

⎞

⎟

⎟

⎟

⎠

,

where 0 ≤ a0 < a1 < a2 < . . . < al−1 is a sequence of natural numbers. The following statement
was proved in [20].

Theorem 7. If every bij = (j − 1)ai−1 in the matrix B is replaced by the matrix of a cyclic
bij-shift of columns of the t×t identity matrix I and if for any ordered triple {ai, aj , ak}, i < j < k,
in the sequence {a0, a1, . . . , al−1} the condition

ak − ai
(ak − ai, aj − ai)

≥ n0
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holds, where (· , ·) is the greatest common divisor, then the matrix

˜B =

⎛

⎜

⎜

⎜

⎝

I Ia0 I2a0 . . . I(n0−1)a0

I Ia1 I2a1 . . . I(n0−1)a1

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
I Ial−1

I2al−1
. . . I(n0−1)al−1

⎞

⎟

⎟

⎟

⎠

contains no cycles of length 6 for any value of the parameter

t ≥ (al−1 − a0)(n0 − 1) + 1.

Thus, if one extends the “frame” matrix ˜H to a parity-check matrix H of an LDPC code based
on STS(2m − 1) and permutation matrices using cyclic shift matrices obtained from the l × n0

matrix ˜B, then the minimum distance of the obtained code is d ≥ 6.

It is easy to note that if ˜B has n0 ones in each row and l ones in each column, then, in order to
construct a matrix of a (3, 3k)-regular LDPC code based on STS(2m−1) and permutation matrices,
it is necessary and sufficient that

ln0 ≥ 3k(2m − 1).

Let us consider a special case of the sequence which appears in Theorem 7: {0, 1, n0, n
2
0, . . . , n

l−2
0 }.

We prove the following lemma for this sequence.

Lemma 2. For any ordered triple {nx
0 , n

y
0, n

z
0} with 0 ≤ x < y < z ≤ l − 2 we have

nz
0 − nx

0

(nz
0 − nx

0 , n
y
0 − nx

0)
≥ n0.

Proof. Indeed,

nz
0 − nx

0

(nz
0 − nx

0 , n
y
0 − nx

0)
=

nx
0(n

z−x
0 − 1)

(nx
0(n

z−x
0 − 1), nx

0(n
y−x
0 − 1))

=
nz−x
0 − 1

(nz−x
0 − 1, ny−x

0 − 1)
.

Since the greatest common divisor of two natural numbers is not greater than the minimum of
them, we have

nz−x
0 − 1

(nz−x
0 − 1, ny−x

0 − 1)
≥ nz−x

0 − 1

ny−x
0 − 1

.

Define y − x = k. Since x < y < z, we have z − x ≥ k + 1; therefore,

nz−x
0 − 1

ny−x
0 − 1

≥ nk+1
0 − 1

nk
0 − 1

.

But the inequality
nk+1
0 − 1

nk
0 − 1

≥ n0

is valid for any n0 > 1. 

Based on Lemma 2 and Theorem 7, we can formulate the following result.

Theorem 8. The matrix

̂B =

⎛

⎜

⎜

⎜

⎝

I I I . . . I
I I1 I2 . . . In0−1

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
I In0

l−2 I2n0
l−2 . . . I(n0−1)n0

l−2

⎞

⎟

⎟

⎟

⎠
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(2046, 1023) Gallager’s LDPC code

(2040, 1020) LDPC code based on H(4), t = 64

(2046, 1023) LDPC code based on H(5), t = 32

(2016, 1008) LDPC code based on H(6), t = 16

(2032, 1016) LDPC code based on H(7), t = 8

(2040, 1020) LDPC code proposed in [20]

Fig. 3. Frame error probability (Pe) versus signal-to-noise ratio (Eb/No) for Gallager’s code, the code
proposed in [20], and codes from the ensemble ESTS(m, k, t) with k = 2, l = 3, n0 = 6, and R = 0.5.

contains no cycles of length 6 for any value of t ≥ nl−2
0 (n0 − 1) + 1, where t is the size of the

identity matrix I.

Thus, choosing four parameters l, n0,m, k so that the system of inequalities
{

t ≥ nl−2
0 (n0 − 1) + 1,

ln0 ≥ 3k(2m − 1)

is satisfied, we can construct a parity-check matrix H of a (3, 3p)-regular LDPC code based on
STS(2m − 1) and permutation matrices with length n = kt(2m − 1) and minimum distance d ≥ 6.
It is sufficient to choose distinct circulants forming the matrix ̂B as permutation matrices.

7. SIMULATION RESULTS

A MatLab function was written for generating parity-check matrices of LDPC codes based on
STS(2m − 1). Simulation was made by methods of simulation modeling with the use of MatLab.
For an information transmission channel, we chose a binary BSPK channel with additive white
Gaussian noise. For a decoding algorithm, we chose an iterative Sum-Product algorithm with “soft
input” working with a code representation in the form of a bipartite Tanner graph. The maximum
number of iterations was limited by 50.

Simulation results presented in Fig. 3 show that the code from the ensemble ESTS(4, 2, 64)
behaves hardly different from that of a random Gallager’s code at the same lengths. At the
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(15500, 12400) LDPC code based on H(5), t = 100

(15500, 12400) LDPC code proposed in [20]

(15500, 12400) Gallager’s LDPC code

Fig. 4. Frame error probability (Pe) versus signal-to-noise ratio (Eb/No) for Gallager’s code, the code
proposed in [20], and the code from the ensemble ESTS(5, 5, 100), l = 3, n0 = 15, R = 0.8.

same time, codes from the ensembles ESTS(5, 2, 32) and ESTS(6, 2, 16), as well as codes proposed
in [20], also demonstrate a similar behavior and gain almost half an order in error probability per
frame against the random Gallager’s code and code from ESTS(4, 2, 64) under the signal-to-noise
ratio of 2.6 dB. We may also mention a moderate efficiency gain of codes from the ESTS(5, 2, 32)
ensemble against the codes proposed in [20] and codes from ESTS(6, 2, 16).

These findings allow us to conclude about practical usability of codes from ESTS(5, 2, 32) and
ESTS(6, 2, 16). At the same time, we must mention unsatisfactory behavior of codes from ESTS(7, 2, 8)
which lose almost an order and a half in error probability per frame against the best code construc-
tions under the signal-to-noise ratio of 2.6 dB.

Simulation results presented in Fig. 4 show that the code from the ensemble ESTS(5, 5, 100) with
rate R = 0.8 and length n = 15500 gains almost two orders in error probability per frame against
the random Gallager’s code with the same parameters under the signal-to-noise ratio of 3.07 dB.
But at the same time this code behaves slightly worse than the code proposed in [20]. Nevertheless,
codes from the ensemble ESTS(m,k, t) (with large admissible values of k) can be used in practical
applications where high-rate codes are needed.

8. CONCLUSION

In this paper, a simple method is proposed for generating parity-check matrices H of LDPC
codes based on Steiner triple systems and permutation matrices. Estimates for the rate, minimum
distance, and girth are derived. A condition that guarantees a strict increase in the minimum
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distance is obtained. Simulation results allow us to conclude that the obtained code constructions
are not worse than Gallager’s codes proposed in [1].
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