COHOMOLOGICAL DESCENT THEORY FOR A MORPHISM OF STACKS AND FOR EQUIVARIANT DERIVED CATEGORIES

ALEXEY ELAGIN

ABSTRACT. In the paper we answer the following question: for a morphism of varieties (or, more generally, stacks), when the derived category of the base can be recovered from the derived category of the covering variety by means of descent theory? As a corollary, we show that for an action of a reductive group on a scheme, the derived category of equivariant sheaves is equivalent to the category of objects, equipped with an action of the group, in the ordinary derived category.

1. Introduction

It is known that sheaves on a variety can be defined locally. That is, let $S = \bigsqcup U_i$ be an open covering. To give a sheaf on $S$ is the same as to give a family of sheaves $F_i$ on $U_i$ and a family of isomorphisms $\phi_{ij}: F_i|_{U_i \cap U_j} \to F_j|_{U_i \cap U_j}$ satisfying cocycle conditions: on intersections $U_i \cap U_j \cap U_k$ one has $\phi_{ik} = \phi_{jk} \circ \phi_{ij}$. Sheaves can be also defined using more general coverings. Let $p: X \to S$ be a covering (for example, a covering of topological spaces or a flat finite morphism of schemes), let $p_i$ and $p_{ij}$ be the projections of the fibred products $X \times_S X$ and $X \times_S X \times_S X$ onto factors. Then giving a sheaf on the base $S$ is equivalent to giving a sheaf $F$ on $X$ together with gluing isomorphism $\theta: p_i^*F \to p_j^*F$ on $X \times_S X$ satisfying the following cocycle condition: isomorphisms $p_{i3}^*\theta$ and $p_{23}^*\theta \circ p_{12}^*\theta$ on $X \times_S X \times_S X$ are equal.

We remark that the first statement above concerning an open covering follows from the second one for $X = \bigsqcup U_i$.

The natural question is: would similar facts hold for sheaves replaced by arbitrary objects of derived category of coherent sheaves on an algebraic variety?

There is an important special version of this question. Suppose that $G$ is an algebraic group acting on an algebraic variety $X$. By definition, an equivariant sheaf on $X$ is a sheaf $F$ equipped with an action of the group (for finite $G$ an action is given by isomorphisms $\theta_g: F \to g^*F$ for any $g \in G$, which are compatible in the following sense: $g^*\theta_h \circ \theta_g = \theta_{hg}$ for any pair $g, h \in G$). For a given action, equivariant quasi-coherent sheaves form an abelian category $\text{qcoh}^G(X)$. Suppose $F^\bullet$ is an object of its derived category $D^G(X) = D(\text{qcoh}^G(X))$, then $G$ acts on the complex $F^\bullet \in D(X)$ which is $F^\bullet$ with forgotten group action. For finite $G$ an action of $G$ on $F^\bullet$ is given in a similar way: as a compatible family of isomorphisms $\theta_g: F^\bullet \to g^*F^\bullet$ in the category $D(X)$. Is the converse true: given a complex $F^\bullet$ and an action of an algebraic group on $F^\bullet$, do they define an object in the derived category of equivariant coherent sheaves?
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In this paper we answer both above questions. Note that the second question is essentially a special case of the first one if one considers the covering $X \to X//G$ where $X$ is a variety and $X//G$ is the quotient stack of $X$ by the action of the group $G$. Hence it is reasonable to work in the category of stacks, not schemes.

To be more precise, our goal is to determine when two categories are equivalent. These categories are: the derived category of sheaves on the base $S$ and a certain descent category $\mathcal{D}(X)/p$ associated with the covering $X \to S$. The standard way to define the descent category was described above. An object of the descent category is an object $F$ in $\mathcal{D}(X)$ equipped with a gluing isomorphism $p_1^* F \to p_2^* F$ on $X \times_S X$ satisfying the cocycle condition. We give the criterion in Section 7:

**Theorem 7.3.** For a flat morphism of stacks $p: X \to S$ the unbounded derived category $\mathcal{D}(S)$ is equivalent to the descent category $\mathcal{D}(X)/p$ associated with $p$ if and only if the natural morphism $\mathcal{O}_S \to Rp_* \mathcal{O}_X$ is an embedding of a direct summand.

For comparison of equivariant and non-equivariant derived categories we get a corollary:

**Theorem 9.6.** For an action of a linearly reductive group $G$ (i.e., a group with semisimple category of representations) on a scheme $X$ the derived category of equivariant sheaves $\mathcal{D}^G(X)$ is equivalent to the descent category $\mathcal{D}(X)^G$, formed by objects of $\mathcal{D}(X)$ equipped with action of $G$.

Often it is convenient to define descent data in the different way, the one coming from monad theory. Comonad descent category is the category of comodules over a certain comonad on the category $\mathcal{D}(X)$. This comonad is the one associated with the adjoint pair of functors $p^*$ and $p_*$ between unbounded derived categories $\mathcal{D}(X)$ and $\mathcal{D}(S)$. We prove that these two descent categories are equivalent if the morphism $p: X \to S$ is flat (Proposition 4.2). Thus the language of comonads can be used. With its help we prove Theorem 7.3 basing on classical Beck theorem.

The paper is organized as follows. Results of sections 2-6 are mostly well-known. In Section 2 facts concerning cosimplicial categories and related descent categories are collected. In Section 3 we present, following Barr-Wells [2], comonad theory: definitions, Comparison Theorem and criteria of comparison functor being an equivalence. New material here is the special case of this criterion for triangulated categories. In Section 4 we prove that the classical way of giving descent data is equivalent to the one related with comodules over comonad. In Section 5 we collect facts about subcategories in descent categories, which are needed for dealing with bounded derived categories and categories of perfect complexes. In Section 6 we present basics on derived categories of sheaves on stacks. Section 7 is the central one in the paper. In it, basing on results of Section 3, we find out when the derived category of the base can be recovered from the derived category of the covering stack as a descent category. In Section 8 we introduce and study SCDT property for a morphism of stacks. We show that finite flat morphisms and smooth projective morphisms in zero characteristic are SCDT. In Section 9 we apply general results on descent for stacks in the special case of equivariant derived categories.
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2. Cosimplicial constructions

Let $\Delta_0$ be the category, whose objects are sets of the form $[1, \ldots, n]$, $n \in \mathbb{N}$, and an empty set, and whose morphisms are non-decreasing maps between them. Let $\Delta \subset \Delta_0$ be its full subcategory formed by non-empty sets.

By definition, a cosimplicial object of a category $C$ (for example, a cosimplicial set, a cosimplicial scheme) is a functor from $\Delta$ to $C$. Taking the 2-category of categories $\text{Cats}$ for $C$, we obtain a definition of a cosimplicial category.

**Definition 2.1.** A cosimplicial category is a covariant 2-functor from $\Delta$ to 2-category $\text{Cats}$ of categories and functors; an augmented cosimplicial category is a covariant 2-functor $\Delta_0 \to \text{Cats}$. More explicitly, a cosimplicial category $C\bullet$ (resp. augmented cosimplicial category $C\bullet$) consists of the following data:

1. a set of categories $C_k$, $k = 0, 1, 2 \ldots$ (resp. $k = -1, 0, 1, 2 \ldots$) indexed by objects of $\Delta$ (resp. $\Delta_0$; here $C_k$ is the category associated with the set $[1, \ldots, k+1] \in \Delta$, $C_{-1}$ corresponds to $\emptyset$);
2. a set of functors $P^*_f : C_m \to C_n$ indexed by morphisms of $\Delta$ (of $\Delta_0$), i.e. by non-decreasing maps $f : [1, \ldots, m+1] \to [1, \ldots, n+1]$;
3. a set of functor isomorphisms $\epsilon_{f,g} : P^*_f P^*_g \to P^*_{fg}$ indexed by composable pairs $f, g$ of maps.

Isomorphisms in 3) should obey the following cocycle condition: diagram

$$
P^*_f P^*_g P^*_h \xrightarrow{\epsilon_{f,g}} P^*_f P^*_g \xrightarrow{\epsilon_{f,g,h}} P^*_f P^*_g P^*_h$$

is commutative for any composable triple $f, g, h$ of maps.

Simplicial and augmented simplicial category are defined as contravariant 2-functors $\Delta \to \text{Cats}$ and $\Delta_0 \to \text{Cats}$.

For a given augmented cosimplicial category $C\bullet = [C_{-1}, C_0, C_1, \ldots, P^*_f]$, an augmentation is formed by the category $C_{-1}$ and functors $P^*_f$ that are defined on $C_{-1}$. Removing the augmentation from $C\bullet$ we obtain the cosimplicial category $[C_0, C_1, \ldots, P^*_f]$, which is denoted by $\text{Sk}_{\geq 0}(C\bullet)$.

Using terminology of [9, 19.1] one can say that a cosimplicial category is a prestack on $\Delta$.

**Example 2.2.** Let $X \to S$ be a morphism of schemes. Then schemes $S, X, X \times_S X, X \times_S X \times_S X, \ldots$ and morphisms $p_f : \underbrace{X \times_S X \times \ldots \times X}_{n} \to \underbrace{X \times_S X \times \ldots \times X}_{m}$ between them given by the rule $p_f(x_1, \ldots, x_m) = (x_{f(1)}, \ldots, x_{f(m)})$ for $f \in \text{Hom}_{\Delta_0}([1, \ldots, m], [1, \ldots, n])$ form an augmented simplicial scheme. Categories of sheaves on these schemes and pull-back functors between these categories give an important example of an augmented cosimplicial category.
We give a sketch of the proof for the convenience of the reader.

**Proposition 2.6.** A morphism in \( \text{Kern}(\mathcal{C}_0) \) from \((F_1, \theta_1)\) to \((F_2, \theta_2)\) is a map \(f: [1,2] \to [1,2,3]\) such that \(f(1) = 1, f(2) = 3\), by \(P^*_1\). We denote a functor \(P^*_f: \mathcal{C}_1 \to \mathcal{C}_2\), where \(f: [1, 2] \to [1, 2, 3]\) is a map such that \(f(1) = 1, f(2) = 3\), by \(P^*_{13}\). It may be thought of as the pull-back functor for a projection \(p_{13}: X \times_S X \times_S X \to X \times_S X\). We denote a functor \(P^*_f: \mathcal{C}_1 \to \mathcal{C}_0\) corresponding to the only map \(\emptyset \to [1]\) by \(P^*_\emptyset\), it plays the role of the pull-back functor for the morphism \(p: X \to S\). We denote by \(D^*\) the functor \(P^*_f: \mathcal{C}_1 \to \mathcal{C}_0\) for the only map \(f: [1,2] \to [1]\). This functor may be thought of as induced by a diagonal embedding \(d: X \to X \times_S X\).

For any cosimplicial category \(\mathcal{C}_0 = [\mathcal{C}_0, \mathcal{C}_1, \ldots, \mathcal{C}_n^*]\) there is a well-defined descent category denoted by \(\text{Kern}(\mathcal{C}_0)\), see \([9, 19.3]\).

**Definition 2.3** (classical descent category). Objects of \(\text{Kern}(\mathcal{C}_0)\) are pairs \((F, \theta)\) where \(F \in \text{Ob} \mathcal{C}_0\) and \(\theta\) is an isomorphism \(P^*_1 F \to P^*_1 F\) satisfying the following cocycle condition: the diagram

\[
\begin{array}{ccc}
P^*_0 P^*_1 F & \xrightarrow{P^*_0 \theta} & P^*_0 P^*_2 F \\
P^*_1 P^*_2 F & \xleftarrow{P^*_1 \theta} & P^*_2 P^*_3 F \\
\end{array}
\]

is commutative. Functor isomorphisms from the definition of a cosimplicial category are denoted here by lines with the “\(\sim\)” sign. A morphism in \(\text{Kern}(\mathcal{C}_0)\) from \((F_1, \theta_1)\) to \((F_2, \theta_2)\) is a morphism \(f \in \text{Hom}_{\mathcal{C}_0}(F_1, F_2)\) such that \(P_2^* f \circ \theta_1 = \theta_2 \circ P^*_1 f\).

**Remark 2.4.** Skipping canonical isomorphisms, the cocycle condition is usually written as

\[P^*_3 \circ P^*_1 = P^*_3 \theta_0.
\]

Category \(\text{Kern}(\mathcal{C}_0)\) can also be defined in the other way.

**Definition 2.5.** An object of \(\text{Kern}(\mathcal{C}_0)\) consists of a family of objects \(F_i \in \mathcal{C}_i, i = 0, 1, 2, \ldots\) and of a family of isomorphisms \(\phi_f: P^*_f \to \phi^*_f\) for all maps \(f: [1, \ldots, m+1] \to [1, \ldots, n + 1]\) in \(\Delta\) that satisfy equalities \(\phi_{fg} = \phi_g \circ P^*_g \phi_f\) for all composable pairs \((f, g)\). A morphism \(\phi_i: F_i \to F'_i\) is a family of morphisms \(\rho_i: F_i \to F'_i\) compatible with \(\phi_i\) and \(\phi'_i\).

The following fact is well-known.

**Proposition 2.6.** Definitions 2.3 and 2.5 are equivalent.

**Proof.** We give a sketch of the proof for the convenience of the reader.

Consider an object of the category from Definition 2.5 which consists of two families \(F_\bullet = (F_i)\) and \(\phi_\bullet = (\phi_f)\). Construct an object of the category from Definition 2.3 let \(F = F_0\) and define \(\theta: P^*_1 F \to P^*_2 F\) to be the composition

\[
\phi_i^{-1} \phi_i^*: P^*_1 F_0 \xrightarrow{\phi_i^{-1}} F_1 \xrightarrow{\phi_i^*} P^*_2 F_0.
\]

Here \(i_1\) and \(i_2\) denote two morphisms \([1] \to [1,2]\) in \(\Delta\), \(i_1(1) = 1, i_2(1) = 2\). The compatibility condition for \(\phi_f\) implies the cocycle condition for \(\theta\).
Conversely, consider an object \((F, \theta)\) of the category from Definition \(2.3\). Let us construct an object of the category from Definition \(2.3\) Let \(f_i: [1] \to [1, \ldots, i + 1]\) be the map sending 1 to 1. Take \(F_i = P_{f_i}^* F\). For a map \(f: [1, \ldots, m + 1] \to [1, \ldots, n + 1]\) define an isomorphism \(\phi_f\) as follows. Suppose \(f(1) = r\), consider a map \(g: [1, 2] \to [1, \ldots, n + 1]\) such that \(g(1) = 1, g(2) = r\). Take \(\phi_f\) equal to the composition of isomorphisms

\[
P_{f_m}^* F_m = P_{f_{m+1}^*}^* F \xrightarrow{\epsilon_{g, f_m}} P_{f_{m+1}}^* F = P_{g_{m+1}}^* F \xrightarrow{\epsilon_{g, f_{m+1}}^{-1}}
\]

It is easy to see that the cocycle condition for \(\theta\) implies that \(\phi_f\) are compatible. □

For a category \(\text{Kern}(\mathcal{C}_\bullet)\) constructed from a cosimplicial category \(\mathcal{C}_\bullet\), there are forgetful functors \(\text{Kern}(\mathcal{C}_\bullet) \to \mathcal{C}_\bullet\) defined in an obvious way. It turns out that these functors extend \(\mathcal{C}_\bullet\) into an augmented cosimplicial category. Put \(\mathcal{C}_{-1} = \text{Kern}(\mathcal{C}_0)\). For a morphism \(f: \emptyset \to [0, \ldots, n]\), define the functor \(P_{f_1}^*: \mathcal{C}_{-1} \to \mathcal{C}_{-1}\), as forgetting: \((F_\bullet, \phi_\bullet) \mapsto F_n\) on objects, \(\rho_\bullet \mapsto \rho_n\) on morphism (we use Definition \(2.5\) here).

**Proposition 2.7.**  
1. Categories \(\mathcal{C}_{-1} = \text{Kern}(\mathcal{C}_\bullet), \mathcal{C}_0, \mathcal{C}_1, \ldots\) and functors \(P_f^\bullet\) between them form an augmented cosimplicial category \(\tilde{\mathcal{C}}_\bullet\).

2. The category \(\tilde{\mathcal{C}}_\bullet\) has the following universal property: for any extension of \(\mathcal{C}_\bullet\) to an augmented cosimplicial category \(\tilde{\mathcal{C}}_\bullet = [\mathcal{C}_{-1}, \mathcal{C}_0, \mathcal{C}_1, \ldots, P_{m}^\bullet]\) there exists unique (up to an isomorphism) functor \(\Phi: \mathcal{C}_{-1} \to \text{Kern}(\mathcal{C}_\bullet) = \mathcal{C}_{-1}\) that gives, together with a family of identity functors, a functor \(\tilde{\mathcal{C}}_\bullet \to \mathcal{C}_\bullet\) between augmented cosimplicial categories.

**Remark 2.8.** Part 2 of the above proposition is an analogue of comparison theorem \(3.6\) for comodules over a comonad, see below.

**Proof.** 1. Given a pair of maps \(f: \emptyset \to [1, \ldots, m + 1], g: [1, \ldots, m + 1] \to [1, \ldots, n + 1]\) define the functor isomorphism \(\epsilon_{g, f}: P_{g}^* P_f^* \xrightarrow{\sim} P_{g f}^*\) as follows: for an object \((F_\bullet, \phi_\bullet) \in \text{Kern}(\mathcal{C}_\bullet)\) put

\[
P_{g f}^* (F_\bullet, \phi_\bullet)) = P_{g_f}^* F_m \xrightarrow{\phi_m} F_n = P_g^* F_{g f} (F_\bullet, \phi_\bullet)).
\]

The compatibility condition for \(\phi\) implies the cocycle condition for these “new” \(\epsilon\).

2. Suppose \(H\) is an object of \(\mathcal{C}_{-1}\). Define the functor \(\Phi\) on \(H\) as the pair \((F_\bullet, \phi_\bullet)\), where

\[
F_k = P_{k f_k}^* H \in \tilde{\mathcal{C}}_k = \mathcal{C}_k
\]

and \(f_k: \emptyset \to [1, \ldots, k + 1]\) is the only map. Define \(\phi_f\) for \(f: [1, \ldots, m + 1] \to [1, \ldots, n + 1]\) by

\[
P_f^* F_m = P_{f_m}^* F = P_{f_{m+1}}^* F \xrightarrow{\epsilon_{g, f_m}} P_{g_{m+1}}^* F = P_{g_{m+1}}^* H = F_n.
\]

For a morphism \(u: H_1 \to H_2\) take \(\Phi\) to be \(\rho_\bullet\), where \(\rho_k: P_{f_k}^* H_1 \to P_{f_k}^* H_2\) is \(P_{f_k}^* u\). Clearly, the functor \(\Phi\) has all necessary properties. □

Mostly, we are interested in augmented cosimplicial categories

\[
[\mathcal{C}_{-1}, \mathcal{C}_0, \mathcal{C}_1, \mathcal{C}_2, \ldots, P_{\bullet}^*]
\]

satisfying two additional assumptions A1 and A2.

(A1) Functors \(P_f^*: \mathcal{C}_m \to \mathcal{C}_n\) have right adjoint functors \(P_{f*}: \mathcal{C}_n \to \mathcal{C}_m\).
One can check that functors $P_\bullet$ form augmented simplicial category $$[C_{-1}, C_0, C_1, \ldots, P_\bullet].$$ These functors may be thought of as push-forward functors on categories of sheaves.

To state the second assumption, consider a commutative square in the category $\Delta_0$ and the corresponding square of categories and functors:

$$\begin{array}{ccc}
[1, \ldots, m + n - r + 1] & \xrightarrow{f} & [1, \ldots, n + 1] \\
\downarrow g' & & \downarrow g \\
[1, \ldots, m + 1] & \xleftarrow{f} & [1, \ldots, r + 1],
\end{array}$$

$$\begin{array}{cccc}
C_{m+n-r} & \xrightarrow{P'_f} & C_n \\
\xleftarrow{P'_g} & & \xleftarrow{P'_g} & \xleftarrow{P'_g} \\
C_m & \xleftarrow{P_f} & C_r.
\end{array}$$

If maps $f$ and $f'$ (or $g$ and $g'$) are injective and $[1, \ldots, m + n - r + 1] = \text{Im } f' \cup \text{Im } g'$, then we say that the square is exact Cartesian. For arbitrary square two following natural base change morphisms are defined:

$$(1) \quad P_g^* P_{f*} \to P_{f'*} P_g^* \quad \text{and} \quad P_f^* P_{g*} \to P_{g'*} P_f^*. $$

For example, a morphism $P_g^* P_{f*} \to P_{f'*} P_g^*$ can be defined as a composition

$$P_g^* P_{f*} \xrightarrow{\eta} P_g^* P_{f*} P_{g'*} P_{g'} \xrightarrow{\varepsilon} P_g^* P_{g'} P_{f'*} P_{g'} \xrightarrow{\xi} P_{f'*} P_{g'}$$

or as a composition

$$P_g^* P_{f*} \xrightarrow{\eta} P_{f'*} P_{f*} P_{g'*} P_{g'} \xrightarrow{\varepsilon} P_{f*} P_{g'*} P_{g} P_{f*} \xrightarrow{\xi} P_{f'*} P_{g'},$$

where $\eta$ and $\varepsilon$ denote canonical adjunction morphisms. It is easy to check that these two ways are equivalent.

The second assumption is an axiomatization of the flat base change formula.

$(A2)$ Base change morphisms $(1)$ are isomorphisms for any exact Cartesian square.

**Proposition 2.9.** Let $C_\bullet$ be a cosimplicial category, let $\tilde{C}_\bullet$ be the augmented cosimplicial category obtained from $C_\bullet$ by adding $\text{Kern}(C_\bullet)$. Suppose $C_\bullet$ satisfies assumptions $A1$ and $A2$, then $\tilde{C}_\bullet$ also does.

**Proof.** To check $A1$, we need to prove that for any morphism $f$ in $\Delta_0$ the functor $P_f^*$ in the category $\tilde{C}_\bullet$ possesses a right adjoint functor. If the morphism $f$ lies in $\Delta$ then it has an adjoint functor by assumption, therefore we need to consider morphisms of the form $f: \emptyset \to [1, \ldots, n]$. Decompose $f$ into a composition $\emptyset \to [1] \to [1, \ldots, n]$ to see that it is enough to show the following: the forgetful functor $P^*: \text{Kern}(C_\bullet) \to C_0$ has a right adjoint functor.

Define a functor $P_*: C_0 \to \text{Kern}(C_\bullet)$ as follows. For $F \in C_0$ put

$$P_* F = (P_{2*} P_{1*} F, \theta_F).$$

Here $\theta_F: P_{1*} P_{2*} P_{1*} F \to P_{2*} P_{2*} P_{1*} F$ is the composition of isomorphisms

$$P_{1*} P_{2*} P_{1*} F \xrightarrow{\sim} P_{23*} P_{1*} P_{1*} F \xrightarrow{\sim} P_{23*} P_{1*} P_{1*} F \xrightarrow{\sim} P_{23*} P_{1*} P_{1*} F,$$

where the first and the third isomorphisms are the base changes and the second one is the isomorphism from the definition of a cosimplicial category. On morphisms we put $P_* f = P_{2*} P_{1*} f$. We leave to the reader to check that $\theta_F$ satisfies the cocycle condition.
To see that $P^*$ is adjoint to $P_*$, define adjunction morphisms

$$\eta: \text{Id}_{\text{Ker}(C_\bullet)} \to P_*P^*$$

and

$$\varepsilon: P^*P_* \to \text{Id}_{C_0}.$$ 

Define $\eta$ on an object $(F, \theta) \in \text{Ker}(C_\bullet)$ as a composition

$$\eta(F, \theta): F \xrightarrow{\eta_F} P_2^*P_*^1F \xrightarrow{P_2^*P_*^1\theta^{-1}} P_2^*P_*^1F.$$ 

One can check that $\eta(F, \theta)$ is compatible with $\theta$ and $\theta_F$ and hence is a morphism in $\text{Ker}(C_\bullet)$.

Define $\varepsilon$ on an object $F \in C_0$:

$$\varepsilon_F: P_2^*P_*^1F \xrightarrow{\eta} P_2^*D_*D^*P_*^1F \xrightarrow{\sim} \text{Id}_*\text{Id}^*F = F.$$ 

The definitions of morphisms $\eta$ and $\varepsilon$ and properties of cosimplicial categories imply that both compositions

$$P_* \xrightarrow{\eta P_*} P_*P_*P_* \xrightarrow{P_*\varepsilon} P_*,$$

$$P^* \xrightarrow{P^*\eta} P^*P_*P^* \xrightarrow{\varepsilon P^*} P^*$$

are identity. Therefore, the functors $P^*$ and $P_*$ are adjoint.

Recall assumption A2: the base change formula holds for exact Cartesian squares in $\Delta_0$. For squares in $\Delta$ the base change formula holds by assumption, hence we need to consider squares of the form

$$[1, \ldots, m + n] \xleftarrow{f'} [1, \ldots, n]$$

$$\uparrow g' \quad \quad \quad \quad \quad \quad \uparrow g$$

$$[1, \ldots, m] \xleftarrow{f} \emptyset.$$ 

Decomposing $f$ and $g$, we reduce to the case of the following square:

$$[1, 2] \xleftarrow{i_2} [1] \quad .$$

$$\uparrow i_1 \quad \quad \quad \quad \quad \uparrow g$$

$$[1] \xleftarrow{f} \emptyset.$$ 

That is, one has to prove that natural morphisms $P^*P_* \to P_2^*P_*^1$ and $P^*P_* \to P_2^*P_*^2$ in $C_0$ are isomorphisms. This is done by a straightforward argument based on definitions. Proposition 2.9 is proved. \hfill \Box

3. Comonads and comodules

We recall some facts from comonad theory. More details can be found in books by Barr-Wells [21, chapter 3] and MacLane [14, chapter 6].

Let $C$ be a category.
**Definition 3.1.** A comonad $T = (T, \varepsilon, \delta)$ (also the name standard construction is used) on the category $\mathcal{C}$ consists of a functor $T: \mathcal{C} \to \mathcal{C}$ and of natural transformations of functors $\varepsilon: T \to \text{Id}_\mathcal{C}$ and $\delta: T \to T^2 = TT$ such that the following diagrams are commutative:

\[
\begin{array}{ccc}
T\delta & \xrightarrow{T} & T^2 \\
\downarrow \varepsilon T & & \downarrow \delta \\
T^2 & \xrightarrow{T \varepsilon} & T \\
\end{array}
\quad \quad \quad \quad
\begin{array}{ccc}
T\delta & \xrightarrow{T} & T^2 \\
\downarrow \delta & & \downarrow \delta \\
T^2 & \xrightarrow{T \delta} & T^3 \\
\end{array}
\]

**Example 3.2.** Consider a pair of adjoint functors: $P_*: \mathcal{B} \to \mathcal{C}$ (left) and $P^*: \mathcal{C} \to \mathcal{B}$ (right). Let $\eta: \text{Id}_\mathcal{B} \to P_*P^*$ and $\varepsilon: P^*P_* \to \text{Id}_\mathcal{C}$ be the natural adjunction morphisms. Define a triple $(T, \varepsilon, \delta)$ by taking $T = P^*P_*$ and $\delta = P^*\eta P_*: P^*P_* \to P^*P_*P^*P_*$. Then $T = (T, \varepsilon, \delta)$ is a comonad on $\mathcal{C}$.

In fact, every comonad can be obtained in this way from a pair of adjoint functors. This follows from the below construction due to Eilenberg-Moore.

**Definition 3.3.** Suppose $T = (T, \varepsilon, \delta)$ is a comonad on $\mathcal{C}$. A comodule over $T$ (or a $T$-coalgebra) is a pair $(F, h)$ where $F \in \text{Ob}\mathcal{C}$ and $h: F \to TF$ is a morphism satisfying the following two conditions:

1. The composition $F \xrightarrow{h} TF \xrightarrow{\varepsilon F} F$ is the identity;
2. The diagram

\[
\begin{array}{ccc}
F & \xrightarrow{h} & TF \\
\downarrow h & & \downarrow T h \\
TF & \xrightarrow{\delta F} & T^2 F \\
\end{array}
\]

commutes.

A morphism between comodules $(F_1, h_1)$ and $(F_2, h_2)$ is by definition a morphism $f: F_1 \to F_2$ in $\mathcal{C}$ such that the diagram

\[
\begin{array}{ccc}
F_1 & \xrightarrow{f} & F_2 \\
\downarrow h_1 & & \downarrow h_2 \\
TF_1 & \xrightarrow{T f} & TF_2 \\
\end{array}
\]

commutes.

All comodules over a given comonad $T$ on $\mathcal{C}$ form a category which is denoted $\mathcal{C}_T$. Define a functor $Q_*: \mathcal{C} \to \mathcal{C}_T$ by

\[Q_*F = (TF, \delta F), \quad Q_*f = T f,\]

define $Q^*: \mathcal{C}_T \to \mathcal{C}$ to be the forgetful functor: $(F, h) \mapsto F$. Then the pair of functors $(Q^*, Q_*)$ is an adjoint pair and it generates the comonad $T$ as in Example 3.2.

The category $\mathcal{C}_T$ inherits some properties of $\mathcal{C}$. It is not hard to verify the below proposition.

**Proposition 3.4.** Suppose $T = (T, \varepsilon, \delta)$ is a comonad on a category $\mathcal{C}$. If $\mathcal{C}$ is additive and $T$ is an additive functor then $\mathcal{C}_T$ is also additive. If $\mathcal{C}$ is abelian and $T$ is left exact then $\mathcal{C}_T$ is also abelian.
On the contrary, it is not clear why should the category $\mathcal{C}_T$ be triangulated for a comonad $T = (T, \varepsilon, \delta)$ with an exact functor $T$ on a triangulated category $\mathcal{C}$. One can attempt to define a triangulated structure on $\mathcal{C}_T$ in the following way.

**Definition 3.5.** Define the shift functor on $\mathcal{C}_T$: $(F, h)[1] = (F[1], h[1])$, $f[1] = f[1]$. Define triangles in $\mathcal{C}_T$ to be diagrams $(F', h') \to (F, h) \to (F'', h'') \to (F', h')[1]$ such that $F' \to F \to F'' \to F'[1]$ is a triangle in $\mathcal{C}$.

Unfortunately, taking cones in $\mathcal{C}$ is not functorial, therefore without additional assumptions it is not possible to verify that morphisms in $\mathcal{C}_T$ extend into triangles. But sometimes the above definition does define a triangulated structure on $\mathcal{C}_T$; if it is the case, we will simply say that $\mathcal{C}_T$ is triangulated (keeping in mind that the triangulated structure is exactly the one defined here). Later (Proposition 3.13) we shall see that $\mathcal{C}_T$ is triangulated in some special cases: in fact, we will show that $\mathcal{C}_T$ is equivalent (as an abstract category) to some other triangulated category.

The following result says that the Eilenberg-Moore construction gives a terminal object among all adjoint pairs producing the same comonad.

**Proposition 3.6** (Comparison theorem, [2, 3.2.3], [14, 6.3]). Assume that a comonad $T = (T, \varepsilon, \delta)$ on a category $\mathcal{C}$ is defined by an adjoint pair of functors $P^*: B \to C$, $P_*: C \to B$. Then there exist a unique (up to an isomorphism) functor (called comparison functor) $\Phi: B \to \mathcal{C}_T$ such that the diagram of categories

$$\begin{array}{ccc}
B & \xrightarrow{P_*} & \mathcal{C} \\
\downarrow \Phi & & \downarrow Q_* \\
\mathcal{C}_T & \xleftarrow{Q^*} & C
\end{array}$$

commutes, i.e. both triangles are commutative:

$$\Phi P_* \simeq Q_*, \quad Q^* \Phi \simeq P^*.$$

**Proof.** Define $\Phi: B \to \mathcal{C}_T$ to be a functor assigning to an object $H \in \text{Ob} B$ a pair $(P^*H, h)$ where $h: P^*H \to P^*P_*P^*H$ is $P^*$ applied to the canonical mapping $\eta: H \to P_\eta P^*H$, and assigning to a morphism $f$ a morphism $P^*f$. It can be checked in a straightforward way that $\Phi$ is the required functor. $\square$

We will need criteria for a comparison functor of being fully faithful and of being an equivalence. Before formulating these criteria we recall the notions of an equalizer and of a contractible equalizer.

**Definition 3.7.** An *equalizer* of a pair of morphisms $d_1, d_2: F_1 \to F_2$ is a morphism $d: F \to F_1$ such that

1. $d_1 d = d_2 d$,
2. for any morphism $d': F' \to F_1$ such that $d_1 d' = d_2 d'$ there exists a unique morphism $f: F' \to F$ such that $df = d'f$.

**Definition 3.8.** A *contractible equalizer* of a pair of morphisms $d_1, d_2: F_1 \to F_2$ in a category is a morphism $d: F \to F_1$ for which there exist morphisms $s$ and $t$ as shown
Theorem 3.9 (Beck, [2, 3.14], [14, 6.7]). \( f \) is an isomorphism, \( f \) exists a left inverse morphism satisfying the equalities
\[
d_1d = d_2d, \quad sd = \text{Id}, \quad td_1 = \text{Id}, \quad td_2 = ds.
\]

Remark that any contractible equalizer is an equalizer and any equalizer is a monomorphism. Also note that contractible equalizers are preserved by all functors.

A morphism \( f : H' \to H \) in a category \( B \) is a split embedding or, briefly, splits if there exists a left inverse morphism \( f' \): \( f'f = \text{Id}_{H'} \). If the category \( B \) is additive, it is also said that \( f \) is an embedding of a direct summand.

Recall that a functor \( \Phi \) is called conservative if for any morphism \( f \) such that \( \Phi(f) \) is an isomorphism, \( f \) itself is an isomorphism.

The following theorem is known as Precise Tripleability Theorem, or PTT.

**Theorem 3.9** (Beck, [2, 3.14], [14, 6.7]). In the above notation

1. The functor \( \Phi \) is fully faithful iff for any \( H \in \text{Ob} B \) the natural morphism \( \eta_H : H \to P_*P^*H \) is an equalizer (of some pair).
2. The functor \( \Phi \) is an equivalence iff \( P^* \) is conservative and for any pair \( d_1, d_2 : H_1 \to H_2 \) of morphisms in \( B \) for which there exists a contractible equalizer \( f : F \to P_*H_1 \) of the pair \( P_*d_1, P_*d_2 : P_*H_1 \to P_*H_2 \), there exists an equalizer \( d : H \to H_1 \) of the pair \( (d_1, d_2) \) such that \( P^*d \cong f \).

**Corollary 3.10.**

1. If the categories \( B \) and \( C \) are abelian then the comparison functor \( \Phi \) is fully faithful iff \( \eta_H : H \to P_*P^*H \) is injective for any object \( H \) in \( B \). Suppose, moreover, that the functor \( P^* \) is exact. Then \( \Phi \) is fully faithful iff \( \Phi \) is an equivalence and iff \( P^*H \neq 0 \) for any \( H \neq 0 \in B \).
2. If the categories \( B \) and \( C \) are triangulated then the comparison functor \( \Phi \) is fully faithful iff \( \eta_H : H \to P_*P^*H \) is a split embedding for any object \( H \) in \( B \).

Remark that adjoint functors between additive categories are automatically additive.

**Proof of Corollary 3.10.** Note that in an additive category an equalizer of a pair of morphisms \( (f_1, f_2) \) is the same as a kernel of \( f_1 - f_2 \). So for additive categories “to be an equalizer” means “to be a kernel”.

1. In abelian categories “to be a kernel” is the same as “to be injective”. Let us prove the second part of the statement. If \( H \to P_*P^*H \) is injective, then obviously \( H \neq 0 \) implies \( P^*H \neq 0 \). Vice versa, if \( P^* \) does not vanish objects and \( \ker(H \to P_*P^*H) \neq 0 \) then \( \ker(P^*H \to P_*P_*P^*H) \neq 0 \). But the morphism \( P^*H \to P_*P_*P^*H \) is a split embedding by adjunction properties, we get a contradiction. In order to show that \( \Phi \) is an equivalence, we check conditions of Theorem 3.9. Indeed, in abelian categories equalizers always exist and they are preserved by exact functors. The functor \( P^* \) is conservative because it is exact and does not vanish objects.
2. In triangulated categories “to be a kernel” is equivalent to “to be a split embedding”, this proves the statement. Evidently, any split embedding \( f : H_1 \to H_2 \) is a kernel of the morphism \( H_2 \to C(f) \). Vice versa, suppose the morphism \( f : H_1 \to H_2 \) is a kernel.
Consider a distinguished triangle $H_3 \xrightarrow{h} H_1 \xrightarrow{f} H_2 \xrightarrow{g} H_3[1]$. Since $fh = 0$ and $f$ is monomorphically, one has $h = 0$. From the exact sequence

$$
\text{Hom}(H_2, H_1) \xrightarrow{f^*} \text{Hom}(H_1, H_1) \xrightarrow{h^* = 0} \text{Hom}(H_3, H_1)
$$

we deduce that there exists $f^' \in \text{Hom}(H_2, H_1)$ such that $f^'f = \text{Id}_{H_1}$, hence $f$ splits. □

Recall that the category $\mathcal{B}$ is called Karoubian complete if any projector in $\mathcal{B}$ splits. That is, for any object $H$ in $\mathcal{B}$ and morphism $f: H \to H$ such that $f^2 = f$ there exist an object $H'$ called image of $f$ and morphisms $\sigma: H' \to H$ and $\rho: H \to H'$ such that $\rho\sigma = \text{Id}_{H'}$, $\sigma\rho = f$.

**Corollary 3.11.** Suppose $(P^*, P_1)$ is an adjoint pair of functors between categories $\mathcal{B}$ and $\mathcal{C}$. Suppose that $\mathcal{B}$ is Karoubian complete. If the natural morphism of functors $\eta: \text{Id}_B \to P_1P^*$ splits then the comparison functor is an equivalence.

**Proof.** Since $\eta: \text{Id}_B \to P_1P^*$ splits, for any object $H$ in $\mathcal{B}$ there is a projector $\pi: P_1P^*H \to P_1P^*H$ whose image is $H$, and this projector depends naturally on $H$ (i.e., we have a morphism of functors $P_1P^* \to P_1P^*$). We need to check two conditions from Beck theorem. First, $P^*$ is conservative: if $P^*f$ is an isomorphism for some morphism $f$ in $\mathcal{B}$ then $P_1P^*f$ is also an isomorphism, and the same is true for $f$. Further, suppose that $P^*$ of some pair $(f_1, f_2)$ of morphisms in $\mathcal{B}$ has a contractible equalizer. Then $P_1P^*$ of this pair also has a contractible equalizer. Passing to images of projectors $\pi$’s by the lemma below, we see that $(f_1, f_2)$ also has a contractible equalizer and it is preserved by $P^*$ as pointed out below Definition 3.8. □

**Lemma 3.12.** Let $f_1, f_2: H_1 \to H_2$ be two morphisms in a Karoubian complete category $\mathcal{B}$, suppose that they are compatible with projectors $\pi_1: H_1 \to H_1, \pi_2: H_2 \to H_2$. Then a contractible equalizer diagram for the pair $(f_1, f_2)$ induces a contractible equalizer diagram on images of $\pi_1$ and $\pi_2$.

**Proof.** By assumption, there exist objects $H'_1$ and $H'_2$ in $\mathcal{B}$ (images of $\pi_1$ and $\pi_2$) and morphisms $\sigma_i: H'_i \to H_i, \rho_i: H_i \to H'_i$ such that $\rho_i\sigma_i = \text{Id}_{H'_i}, \sigma_i\rho_i = \pi_i (i = 1, 2)$. Morphisms $f_1, f_2$ induce morphisms $f'_1 = \rho_2f_1\pi_1$ and $f'_2 = \rho_2f_2\pi_1$ from $H'_1$ to $H'_2$. Let

$$
\begin{array}{c}
H \xrightarrow{f} H_1 \xrightarrow{f_1} H_2 \\
\text{s} \downarrow \quad \hspace{2cm} \quad \downarrow \text{t} \\
\text{H'_1} \xrightarrow{f'_1} \text{H'_2}
\end{array}
$$

be a contractible equalizer diagram for $(f_1, f_2)$. Consider the morphism $\pi_1f: H \to H_1$. Since $f_1(\pi_1f) = \pi_2f_1f = \pi_2f_2f = f_2(\pi_1f)$, by definition of an equalizer there is a morphism $\pi: H \to H$ such that $f\pi = \pi_1f$. This morphism $\pi$ is a projector. Indeed, $f\pi^2 = \pi_1f\pi = \pi_1^2f = \pi_1f = f\pi$, and since $f$ is mono, $\pi^2 = \pi$. By assumption, there exists an object $H'$ (an image of $\pi$) and morphisms $\sigma: H' \to H$, $\rho: H \to H'$ such that $\rho\sigma = \text{Id}_{H'}, \sigma\rho = \pi$. Define $f': H' \to H'_1$ to be $\rho_1f\sigma$. Let $s: H_1 \to H$ and $t: H_2 \to H_1$ be the morphisms from the definition of a contractible equalizer. Now let $s' = \rho_1s\sigma_1$ and $t' = \rho_1t\sigma_2$. Easy calculations show that $f', s'$ and $t'$ form a contractible equalizer diagram for the pair $(f'_1, f'_2)$.

Here we describe a situation in which comodules over a comonad on a triangulated category form a triangulated category.
Proposition 3.13. Let \((P^*, P_*)\) be a pair of adjoint exact functors between triangulated categories \(B\) and \(C\), let \(T\) be the comonad on \(C\) associated with this pair. Suppose that \(B\) is Karoubian complete and that the natural morphism of functors \(\eta: \text{Id}_B \to P_*P^*\) splits. Then the category \(C_T\) is triangulated in the sense of Definition 3.7.

Proof. By Corollary 3.11 the comparison functor \(\Phi: B \to C_T\) is an equivalence. According to comparison theorem, \(P^* \cong Q^*\Phi\), where \(Q^*: C_T \to C\) is the forgetful functor. We have to check that the diagram \(F' \to F \to F'' \to F'[1]\) is a triangle in \(B\) if and only if \(P^*\) of this diagram is a triangle in \(C\). “Only if” holds because \(P^*\) is exact. To prove “if”, suppose \(P^*(F' \to F \to F'' \to F'[1])\) is a triangle. Then \(P_*P^*(F' \to F \to F'' \to F'[1])\) is also a triangle, and its direct summand \(F' \to F \to F'' \to F'[1]\) is a triangle too (see [18, prop. 1.2.3]). \(\square\)

4. Two ways of defining descent data

Let \(C_*\) be an augmented cosimplicial category satisfying assumption A1 of Section 2. In this context two descent categories are defined. The first one is the category \(\text{Kern}(\text{Sk}_{\geq 0}(C_*))\), introduced in Section 2. To define it, one needs neither augmentation nor adjoint functors to \(P_*^\prime\). On the contrary, the definition of the second category is fully based on categories \(C_{-1}\) and \(C_0\) and functors between them. This is the category of co-modules over the comonad \(\mathcal{T}\) on \(C_0\), associated with the adjoint pair \((P^*, P_*)\). We recall the definition (cf. Definition 3.3).

Definition 4.1 (Comonad descent category). Objects of \(C_{\mathcal{T}}\) are pairs \((F, h)\) where \(F \in \text{Ob} C_0\) and \(h: F \to P^*P_*F\) is a morphism such that the composition \(F \xrightarrow{h} P^*P_*F \xrightarrow{\varepsilon F} F\) is identity and the diagram

\[
\begin{array}{ccc}
F & \xrightarrow{h} & P^*P_*F \\
| & & | \\
| \downarrow h \quad \downarrow P^*P_*F & & | \downarrow (P^*P_*F) \\
P^*P_*F & \xrightarrow{P^*P_*F} & P^*P_*P^*P_*F
\end{array}
\]

is commutative. Morphisms from \((F_1, h_1)\) to \((F_2, h_2)\) in the category \(C_{\mathcal{T}}\) are morphisms \(f: F_1 \to F_2\) in \(C_0\) such that \(h_2 \circ f = P^*P_*f \circ h_1\).

Proposition 4.2. Under assumptions A1 and A2 the categories \(\text{Kern}(\text{Sk}_{\geq 0}(C_*))\) are \(C_{\mathcal{T}}\) equivalent.

Proof. Objects of \(\text{Kern}(\text{Sk}_{\geq 0}(C_*))\) are pairs \((F, \theta)\), where \(F \in \text{Ob} C_0\) and \(\theta: P^*_1F \to P^*_2F\) is a morphism (satisfying some conditions). Likewise, objects of \(C_{\mathcal{T}}\) are pairs \((F, h)\), where \(F \in \text{Ob} C_0\) and \(h: F \to P^*P_*F\) is a morphism (satisfying some other conditions). For \(F \in C_0\) by adjunction and base change we have

\[
\text{Hom}(P^*_1F, P^*_2F) = \text{Hom}(F, P^*_1P^*_2F) = \text{Hom}(F, P^*P_*F).
\]

This allows to associate an \(h\) with any \(\theta\) and vice versa. Since the above isomorphisms are functorial, a map \(F_1 \to F_2\) is compatible with \(\theta\)'s \(P^*_1F_1 \to P^*_2F_1\) iff it is compatible with \(h\)'s: \(F_1 \to P^*P_*F_1\). All we have to do is to check that the conditions on \(h\) from the definition of a comodule

\begin{enumerate}
\item[(C1)] the composition \(F \xrightarrow{h} P^*P_*F \xrightarrow{\varepsilon F} F\) is identity,
\item[(C2)] the diagram (2) commutes,
\end{enumerate}

are equivalent to the following conditions:
(C1') $\theta$ is an isomorphism,
(C2') the cocycle condition on $\theta$ holds: morphisms $P_{13}^* \theta$ and $P_{23}^* \theta \circ P_{12}^* \theta$ from $P_{13}^* P_{1}^* F$ to $P_{23}^* P_{2}^* F$ are equal.

First we show that (C2) is equivalent to (C2'). One has

$$\text{Hom}(P_{13}^* P_{1}^* F, P_{23}^* P_{2}^* F) = \text{Hom}(F, P_{1}^* P_{13}^* P_{23}^* P_{2}^* F) \text{ by adjunction}$$

$$= \text{Hom}(F, P_{1}^* P_{12}^* P_{23}^* P_{2}^* F) \text{ by cosimplicial relations}$$

$$= \text{Hom}(F, P_{1}^* P_{2}^* P_{13}^* P_{2}^* F) \text{ by base change}$$

$$= \text{Hom}(F, P^* P^*_* P^*_* P_* F) \text{ by base change.}$$

Under these identification the morphism $P_{13}^* \theta \in \text{Hom}(P_{12}^* P_{1}^* F, P_{23}^* P_{2}^* F)$ corresponds to the morphism $P^* \eta P_* F \circ h \in \text{Hom}(F, P^* P_* P^* P_* F)$ and the morphism $P_{23}^* \theta \circ P_{12}^* \theta \in \text{Hom}(P_{12}^* P_{1}^* F, P_{23}^* P_{2}^* F)$ corresponds to the morphism $P^* P_* h \circ h \in \text{Hom}(F, P^* P_* P^* P_* F)$. Thus (C2) is equivalent to (C2').

Now we prove that (C1')+(C2') imply (C1). First note that the morphism $f : F \xrightarrow{h} P^* P_* F \xrightarrow{\varepsilon F} F$ equals the pull-back $D^* \theta : F = D^* P_{1}^* F \rightarrow D^* P_{2}^* F = F$. Since $\theta$ is an isomorphism, $f$ is also an isomorphism. Further, the cocycle condition for $\theta$ implies that $f^2 = f$. Thus $f = 1_d F$.

It remains to check that (C1')+(C2) imply (C1'). Recall that $\theta$ is obtained from $h$ by adjunction in the following way:

$$\theta : P_{1}^* F \xrightarrow{P_{1}^* h} P_{1}^* P^* P_* F \xrightarrow{P_{2}^* \varepsilon} P_{2}^* F$$

One can check that the map

$$\theta' : P_{2}^* F \xrightarrow{P_{1}^* h} P_{2}^* P^* P_* F \xrightarrow{P_{1}^* \varepsilon} P_{1}^* F$$

is inverse to $\theta$, therefore $\theta$ is an isomorphism.

Proposition 4.2 says that the category $C_{\bullet T}$ does not depend on augmentation and depends only on cosimplicial part $[C_0, C_1, \ldots, P_f]$. In fact, the comonad $T$ also does not depend on augmentation.

**Corollary 4.3.** For any cosimplicial category $C_{\bullet} = [C_0, C_1, \ldots, P_f]$ satisfying assumptions A1 and A2 there is a well-defined comonad $T$ on the category $C_0$. It is isomorphic to the comonad constructed in Definition 4.1 for any extension of $C_{\bullet}$ to an augmented cosimplicial category satisfying A1 and A2.

**Proof.** Let $\tilde{C}_{\bullet}$ be an extension of $C_{\bullet}$ to an augmented cosimplicial category, satisfying A1 and A2. (For example, one can take the category, constructed in Proposition 2.9 as $\tilde{C}_{\bullet}$). Apply Definition 4.1 to $\tilde{C}_{\bullet}$ to construct a comonad. We see that the functor $T = P^* P_* = P_{2}^* P_{1}^*$ does not depend on augmentation. It is not hard to check that the natural transformations of functors $T = P^* P_* \rightarrow 1_d$ and $T = P^* P_* \rightarrow P^* P_* P^* P_* = TT$ have the form

$$P_{2}^* P_{1}^* \xrightarrow{\eta} P_{2}^* D^* D^* P_{1}^* \xrightarrow{\sim} 1_d \circ 1_d = 1_d$$

and

$$P_{2}^* P_{1}^* \xrightarrow{\eta} P_{2}^* P_{13}^* P_{13}^* P_{1}^* \xrightarrow{\sim} P_{2}^* P_{23}^* P_{12}^* P_{1}^* \xrightarrow{\sim} P_{2}^* P_{1}^* P_{2}^* P_{1}^* ,$$

and hence do not depend on augmentation. 

\qed
5. Restriction to subcategories

In this section we collect some facts concerning subcategories in descent categories. Suppose there is a cosimplicial subcategory
\[ C'_\bullet = [C'_0, C'_1, \ldots, P'_*] \text{ in } [C_0, C_1, \ldots, P_*]. \]
This means that there is a collection of subcategories \( C'_i \) in each \( C_i \) compatible with the pullbacks \( P'_* \), i.e. \( P'_* C'_m \subset C'_n \) (and not necessarily compatible with the pushforwards \( P_* \)). In this context one can consider the classical descent category \( \text{Kern}(C'_\bullet) \), it is a subcategory of \( \text{Kern}(C_\bullet) \).

Remark 5.1. Note that the category \( \text{Kern}(C'_\bullet) \) in fact does not depend on \( C'_1, C'_2, \ldots \). It can be defined as soon as a subcategory \( C'_0 \subset C_0 \) is given: one can take \( C'_k = C_k \) for \( k > 0 \).

Suppose \( T \) is a comonad on the category \( C \) and \( C' \subset C \) is a subcategory. Define the category \( C'_T \) as follows.

**Definition 5.2.** Objects of \( C'_T \) are pairs \((F, h)\) in \( \text{Ob} C_T \) such that \( F \in \text{Ob} C' \), and morphisms in \( C'_T \) are morphisms in \( C_T \) that lie in \( C' \):
\[ \text{Hom}_{C'_T}(((F_1, h_1), (F_2, h_2)) = \text{Hom}_{C_T}((F_1, h_1), (F_2, h_2)) \cap \text{Hom}_{C'}(F_1, F_2). \]
Evidently, \( C'_T \) is a subcategory of \( C_T \), it is full if \( C' \) is a full subcategory of \( C \).

The motivation for this definition is the following: in many important cases the functor \( T : C \rightarrow C \) is rather “big” and does not preserve “small” subcategories in \( C \). Therefore, Definition 3.3 does not allow to construct a category of “small” objects equipped with descent data. The typical example here is when \( p : X \rightarrow S \) is a non-proper morphism of schemes, \( C = \text{qcoh}(X), C' = \text{coh}(X) \) and \( T = p^* p_* \).

A straightforward analog of Proposition 3.4 holds:

**Proposition 5.3.** Suppose \( T = (T, \varepsilon, \delta) \) is a comonad on a category \( C \).
If \( C' \subset C \) are additive categories and \( T \) is an additive functor then \( C'_T \) is also additive.
If \( C' \subset C \) are abelian and \( T \) is left exact then \( C'_T \) is abelian too.
If \( C' \subset C \) are triangulated categories, the functor \( T \) is exact and \( C'_T \) is triangulated in the sense of Definition 3.3 then \( C'_T \subset C_T \) is a triangulated subcategory.

Let \( C'_\bullet \) be an augmented cosimplicial category satisfying assumptions A1 and A2 from Section 2 let \( C'_\bullet \subset C_\bullet \) be a cosimplicial subcategory (possibly, without augmentation). In this context two descent categories related with the subcategory \( C'_\bullet \) are defined – the category \( \text{Kern}(C'_\bullet) \) and the category \( C'_\bullet T = C'_0 T \) defined above. An easy corollary of Proposition 4.2 holds:

**Corollary 5.4.** In the above notation the categories \( \text{Kern}(C'_\bullet) \) and \( C'_\bullet T \) are equivalent.

Let \((P^*, P_*)\) be an adjoint pair of functors between \( B \) and \( C \) and \( T \) be the associated comonad on \( C \). If \( P^*: B \rightarrow C \) takes a subcategory \( B' \subset B \) into \( C' \subset C \), one can consider the restriction of the comparison functor
\[ \Phi |_{B'} : B' \rightarrow C'_T. \]
In particular, one can take \( B' \) to be the preimage \((P^*)^{-1}(C')\): it is the subcategory in \( B \) whose objects/morphisms are exactly the objects/morphisms of \( B \) that are sent by \( P^* \) into objects/morphisms of \( C' \).
Lemma 5.5. If the comparison functor $\Phi: B \to C_T$ is an equivalence and $C' \subset C$ is a subcategory, then the restriction of $\Phi$ on $B' = (P^*)^{-1}(C')$ is an equivalence $B' \to C_T$.

Proof. Obvious. □

6. COHOMOLOGICAL DESCENT THEORY

When coherent and quasi-coherent sheaves on a scheme are considered, the scheme is usually supposed to be quasi-compact and quasi-separated. Recall (see [8, 1.1,1.2]) that a scheme is quasi-compact if it can be covered by a finite number of open affine subschemes, a scheme is quasi-separated if the intersection of any two its open affine subschemes can be covered by a finite number of open affine subschemes. For instance, any Noetherian (in particular, any quasi-projective) scheme is quasi-compact and quasi-separated. From now on all schemes are supposed to be quasi-compact and quasi-separated.

In this section we give a review of coherent and quasi-coherent sheaves on stacks and of derived categories of sheaves on stacks. More detailed exposition of the subject can be found in papers by Laumon and Moret-Bailly [12], Laszlo and Olsson [11] and Arinkin and Bezrukavnikov [1]. All stacks in this paper are supposed to be algebraic stacks of finite type over a field. In particular, any stack $X$ is assumed to be Noetherian, quasi-compact and quasi-separated, it can be covered by a scheme of finite type over a field. By sheaves on $X$ we understand sheaves of $\mathcal{O}_X$-modules in smooth topology (see [12, 6.1]).

For all the paper we accept the following

(†) Assumption. Any stack is supposed to be either an algebraic stack of finite type over an arbitrary field $k$ or a quasi-compact quasi-separated scheme.

Suppose $X$ is a stack. The category $\mathcal{O}_X$-$\text{Mod}$ of sheaves of $\mathcal{O}_X$-modules on $X$ is a Grothendieck category, it has enough injective objects (see [9, chapter 18]). The unbounded derived category of an abelian category $\mathcal{O}_X$-$\text{Mod}$ is denoted by $\mathcal{D}(\mathcal{O}_X$-$\text{Mod}$), it has arbitrary direct sums. Categories of quasi-coherent and coherent sheaves of $\mathcal{O}_X$-modules are denoted by $\text{qcoh}(X)$ and $\text{coh}(X)$ respectively. Consider $\mathcal{D}_{\text{qcoh}}(X)$, a full subcategory in $\mathcal{D}(\mathcal{O}_X$-$\text{Mod}$), formed by complexes with quasi-coherent cohomology sheaves. This category is also closed under taking direct sums. Denote by $\mathcal{D}_{\text{coh}}^b(X) \subset \mathcal{D}_{\text{qcoh}}(X)$ a full subcategory, formed by complexes, whose cohomology sheaves are coherent and almost all equal to zero. Other versions of derived categories are defined similarly. By [12, claim 2.5], one can use the smooth-étale topology on $X$ instead of the smooth, and in the case when $X$ is a scheme – the Zariski topology, this will not affect the (quasi)coherent categories $\text{qcoh}(X)$, $\text{coh}(X)$, $\mathcal{D}_{\text{qcoh}}(X)$, etc.

Suppose that stacks $X$ and $Y$ satisfy Assumption (†), and $f: X \to Y$ is a morphism. This gives a morphism of ringed smooth sites $(X, \mathcal{O}_X) \to (Y, \mathcal{O}_Y)$ and functors $f^*: \mathcal{O}_Y$-$\text{Mod} \to \mathcal{O}_X$-$\text{Mod}$ and $f_*: \mathcal{O}_X$-$\text{Mod} \to \mathcal{O}_Y$-$\text{Mod}$, the functor $f^*$ is left adjoint to $f_*$. The functor $f^*$ preserves quasi-coherence ([12, 6.8]) and coherence. Further, if $f$ is quasi-compact and quasi-separated, then $f_*$ preserves quasi-coherent sheaves, while this is not true for coherent sheaves in general.

Following Spaltenstein [19], one can define derived functors of direct and inverse image on unbounded derived categories. By [11, prop. 2.1.4], any complex $F$ in $\mathcal{D}_{\text{qcoh}}(X)$ has a K-injective resolution. Applying the functor $f_*$ termwise to this resolution, we obtain an object of the category $\mathcal{D}(\mathcal{O}_Y$-$\text{Mod}$). This defines a functor $Rf_*: \mathcal{D}_{\text{qcoh}}(X) \to \mathcal{D}(\mathcal{O}_Y$-$\text{Mod}$). If the morphism $f$ is quasi-compact and quasi-separated
and $F \in \mathcal{D}_{qcoh}^+(X)$ then [12, 6.8] implies that $Rf_*F \in \mathcal{D}_{qcoh}^+(X)$. If, in addition, the morphism $f$ is representable then $Rf_*$ has a finite cohomological dimension. Then it follows from [11, lemma 2.1.10] that the functor $Rf_*$ sends $\mathcal{D}_{qcoh}(X)$ into $\mathcal{D}_{qcoh}(Y)$.

The derived pull-back functor $L\pi^* : \mathcal{D}(\mathcal{O}_Y-\text{Mod}) \to \mathcal{D}(\mathcal{O}_X-\text{Mod})$ on unbounded derived categories is defined using K-flat resolutions, see [9, section 18.6]. It sends $\mathcal{D}_{qcoh}(Y)$ into $\mathcal{D}_{qcoh}(X)$ and $\mathcal{D}_{coh}(Y)$ into $\mathcal{D}_{coh}(X)$ (see [12, 6.8, 8.7]). Derived push-forward and pull-back functors on unbounded derived categories satisfy all expected properties (see [9, section 18.6]): they are adjoint to each other, $R(fg)_* \cong Rf_*Rg_*$ and analogously for pull-back functors, the projection formula and the base change formula hold as well. For representable morphisms these functors commute with arbitrary direct sums.

If a stack $X$ is quasi-compact and semi-separated (i.e. the diagonal morphism $X \to X \times X$ is affine) then the category $\mathcal{D}_{qcoh}^+(X)$ is equivalent to $\mathcal{D}^+(\text{qcoh}(X))$, the bounded below derived category of an abelian category $\text{qcoh}(X)$. Likewise, $\mathcal{D}_{coh}^b(X)$ is equivalent to $\mathcal{D}_{coh}^b(\text{coh}(X))$, see [11, claim 2.7, cor. 2.11]. If, in addition, $X$ is a scheme then there is also an equivalence of the unbounded derived categories: $\mathcal{D}_{qcoh}(X) \cong \mathcal{D}(\text{qcoh}(X))$, see [11, cor. 5.5]. In this paper we will mostly deal with the “big” category $\mathcal{D}_{qcoh}(X)$ and, in the Noetherian case, with the “small” category $\mathcal{D}_{coh}^b(X)$. We introduce the following notation:

$$\mathcal{D}(X) = \mathcal{D}_{qcoh}(X).$$

A perfect complex on a stack or a scheme $X$ is a complex, locally quasi-isomorphic to a bounded complex of vector bundles, i.e. such $F \in \mathcal{D}(\mathcal{O}_X-\text{Mod})$ that for a certain covering $f : U \to X$ by a scheme the pull-back $f^*F$ is quasi-isomorphic to a bounded complex of locally free sheaves of finite rank. A full subcategory in $\mathcal{D}(\mathcal{O}_X-\text{Mod})$ formed by perfect complexes is denoted by $\mathcal{D}_{perf}^b(X)$. Obviously, $\mathcal{D}_{perf}^b(X) \subset \mathcal{D}_{qcoh}(X)$, and for a Noetherian stack $\mathcal{D}_{perf}^b(X) \subset \mathcal{D}_{coh}^b(X)$. Note that the pull-back functor $L\pi^* : \mathcal{D}(\mathcal{O}_Y-\text{Mod}) \to \mathcal{D}(\mathcal{O}_X-\text{Mod})$ sends perfect complexes into perfect complexes.

If $X$ is a scheme, by [5, th. 3.1.1], the category of perfect complexes on $X$ is exactly the category of compact objects in $\mathcal{D}_{qcoh}(X)$. It generates the category $\mathcal{D}_{qcoh}(X)$. For a smooth scheme over a field the category of perfect complexes coincides with the bounded derived category of coherent sheaves.

Recall that a morphism of stacks is strictly flat, if it is flat and surjective. Equivalently, one can say that a flat morphism $f : X \to S$ is strictly flat if and only if for any sheaf $H$ on $S$ such that $f^*H = 0$ one has $H = 0$. Also it is true that $f$ is strictly flat if and only if $f$ is flat and the pull-back functor $f^*$ is conservative.

7. Derived descent theory for stacks

In this section we apply the results of Sections 3 and 4 to studying cohomological descent for derived categories of sheaves on schemes and stacks. We work in the category of stacks in order to treat the following two cases simultaneously: the descent for morphisms of schemes and the descent for equivariant derived categories.

Recall that we work under Assumption (†): all stacks are either algebraic stacks of finite type over a field or quasi-compact quasi-separated schemes. Any time we deal with coherent sheaves on a stack, the stack is supposed to be Noetherian.

Let $X$ and $S$ be stacks and $p : X \to S$ be a flat representable morphism. Consider the following augmented simplicial stack

$$(X \to S)_\bullet = [S, X, X \times_S X, X \times_S X \times_S X, \ldots, p_*].$$
All fibred products \( X \times_S X, X \times_S X \times_S X, \ldots \) satisfy Assumption (†). The abelian categories of quasi-coherent sheaves on \( S, X, X \times_S X \ldots \) and the pull-back functors between them form an augmented cosimplicial category

\[
(3) \quad [\text{qcoh}(S), \text{qcoh}(X), \text{qcoh}(X \times_S X), \text{qcoh}(X \times_S X \times_S X), \ldots, p^*_\ast].
\]

This category satisfies assumptions A1 and A2 of Section 2, the functors \( p^*_\ast \) have right adjoint functors \( p^*_\bullet \) and the flat base change formula holds. Consider the augmented cosimplicial subcategory of (3), formed by categories of coherent sheaves:

\[
(4) \quad [\text{coh}(S), \text{coh}(X), \text{coh}(X \times_S X), \text{coh}(X \times_S X \times_S X), \ldots, p^*_\ast].
\]

Note that this category does not satisfy assumption A1 of Section 2, the push-forward functors do not preserve coherent sheaves. Denote by

\[
\text{qcoh}(X)/p = \text{Kern}([\text{qcoh}(X), \text{qcoh}(X \times_S X), \ldots])
\]

and

\[
\text{coh}(X)/p = \text{Kern}([\text{coh}(X), \text{coh}(X \times_S X), \ldots])
\]

the descent categories associated with (3) and (4) as in Definition 2.3.

**Theorem 7.1.** Let \( X \) and \( S \) be stacks satisfying Assumption (†), and \( p: X \to S \) be a flat representable morphism. Then the category \( \text{qcoh}(X)/p \) is equivalent to the category \( \text{qcoh}(S) \) of quasi-coherent sheaves on \( S \) if and only if the morphism \( p \) is strictly flat. For Noetherian stacks \( S \) and \( X \) these conditions hold if and only if the categories \( \text{coh}(X)/p \) and \( \text{coh}(S) \) are equivalent.

**Remark 7.2.** In the case of schemes this result is well-known (see, for example, [15, prop. 2.22]). We give the proof just to demonstrate how Corollary 3.10 works here.

**Proof.** Denote by \( \text{qcoh}(X)_{\mathcal{T}_p} \) the descent category, associated with the comonad \( \mathcal{T}_p = (p^*\ast, \varepsilon, \delta) \) on \( \text{qcoh}(X) \) (see Definition 4.1). The category (3) satisfies assumptions A1 and A2 of Section 2, therefore by Proposition 4.2 the categories \( \text{qcoh}(X)/p \) and \( \text{qcoh}(X)_{\mathcal{T}_p} \) are equivalent. Now we apply Corollary 5.10.1. The functor \( p^* \) is exact, hence the comparison functor \( \Phi: \text{qcoh}(S) \to \text{qcoh}(X)_{\mathcal{T}_p} \) is an equivalence iff for any \( H \in \text{qcoh}(S) \) such that \( p^*H = 0 \) one has \( H = 0 \). The latter condition is equivalent to \( p \) being strictly flat.

Now assuming \( S \) and \( X \) are Noetherian we want to show that the comparison functor is an equivalence on coherent categories if and only if it is an equivalence on quasi-coherent categories. Denote by \( \text{coh}(X)_{\mathcal{T}_p} \) the subcategory in \( \text{qcoh}(X)_{\mathcal{T}_p} \), corresponding to the subcategory \( \text{coh}(X) \subset \text{qcoh}(X) \) (see Definition 7.1). By Corollary 5.1 the categories \( \text{coh}(X)/p \) and \( \text{coh}(X)_{\mathcal{T}_p} \) are equivalent.

Suppose that the functor \( \Phi: \text{qcoh}(S) \to \text{qcoh}(X)_{\mathcal{T}_p} \) is an equivalence. Let us check that the restriction of \( \Phi \) is an equivalence between strictly full subcategories \( \text{coh}(S) \subset \text{qcoh}(S) \) and \( \text{coh}(X)_{\mathcal{T}_p} \subset \text{qcoh}(X)_{\mathcal{T}_p} \). Lemma 7.3 claims that the restriction of \( \Phi \) is an equivalence between \( (p^*)^{-1}(\text{coh}(X)) \) and \( \text{coh}(X)_{\mathcal{T}_p} \). Therefore we need to check that for any \( H \in \text{qcoh}(S) \) the sheaf \( p^*H \) is coherent if and only if the sheaf \( H \) is coherent. This is Lemma 7.5.

Conversely, suppose that the comparison functor \( \Phi|_{\text{coh}(S)}: \text{coh}(S) \to \text{coh}(X)_{\mathcal{T}_p} \) is an equivalence. Let us show that the functor \( \Phi: \text{qcoh}(S) \to \text{qcoh}(X)_{\mathcal{T}_p} \) is also an equivalence.

We claim that for any sheaf \( H \in \text{coh}(S) \) the morphism \( H \xrightarrow{\eta_H} p_\ast p^*H \) is injective. Indeed, consider the kernel \( K = \ker(H \to p_\ast p^*H) \). The morphism \( p^*\eta_H: p^*H \to p^*p_\ast p^*H \) is a split
embedding, its inverse map is a canonical adjunction morphism \( \varepsilon p^* H : p^* p_* p^* H \to p^* H \). Since \( p^* \) is left exact, it follows that \( p^* K = 0 \), hence \( \Phi(K) = 0 \). But the sheaf \( K \) on \( S \) is coherent, so \( K = 0 \). Then, any quasi-coherent sheaf is a filtered colimit of its coherent subsheaves. Since filtered colimit is left exact, the map \( H \to p_* p^* H \) is injective for all quasi-coherent sheaves \( H \) on \( S \) as well. Applying Corollary 3.10.1 we conclude that \( \Phi : \text{qcoh}(S) \to \text{qcoh}(X)_{T_p} \) is an equivalence.

An analogue of Theorem 7.4 for derived categories is more interesting. Consider the following augmented cosimplicial category

\[ \mathcal{D}(S), \mathcal{D}(X), \mathcal{D}(X \times_S X), \mathcal{D}(X \times_S X \times_S X), \ldots, Lp_*^\bullet, \]

formed by the unbounded derived categories of quasi-coherent sheaves on stacks \( S, X, X \times_S X, \ldots \). Denote by

\[ \mathcal{D}(X)/p = \text{Kern}(\mathcal{D}(X), \mathcal{D}(X \times_S X), \mathcal{D}(X \times_S X \times_S X), \ldots, Lp_*^\bullet) \]

the classical descent category (see Definition 2.3). The cosimplicial category (5) satisfies assumptions A1 and A2 of Section 2, the functors \( Lp_*^\bullet \) have right adjoint functors \( Rp_*^\bullet \), the flat base change formula holds. Consider also the classical descent categories \( \mathcal{D}^b_{\text{coh}}(X)/p \)

\[ \mathcal{D}^\text{perf}(X)/p \]

(see Definition 2.3 and Remark 5.1), associated with (5) and subcategories \( \mathcal{D}^b_{\text{coh}}(X) \) and \( \mathcal{D}^\text{perf}(X) \) in \( \mathcal{D}(X) \).

**Theorem 7.3.** Let \( X \) and \( S \) be stacks satisfying Assumption (†) and \( p : X \to S \) be a flat representable morphism. Then the comparison functor \( \mathcal{D}(S) \to \mathcal{D}(X)/p \) is an equivalence if and only if the natural map \( O_S \to R_p O_X \) in the category \( \mathcal{D}(S) \) is an embedding of a direct summand. Under this condition the comparison functors \( \mathcal{D}^\text{perf}(S) \to \mathcal{D}^\text{perf}(X)/p \) and (for Noetherian \( X \) and \( S \)) \( \mathcal{D}^b_{\text{coh}}(S) \to \mathcal{D}^b_{\text{coh}}(X)/p \) are equivalences.

**Remark 7.4.** Note that the splitting of the map \( O_S \to R_p O_X \) is not necessary for the functor \( \mathcal{D}^b_{\text{coh}}(S) \to \mathcal{D}^b_{\text{coh}}(X)/p \) to be an equivalence, see Example 8.9 below.

**Proof.** Denote by \( \mathcal{D}(X)_{T_p} \) the category of comodules over the comonad \( T_p = (p^* R_p, \varepsilon, \delta) \) on the category \( \mathcal{D}(X) \) (see Definition 4.1). By Proposition 4.2, the descent categories \( \mathcal{D}(X)/p \) and \( \mathcal{D}(X)_{T_p} \) are equivalent. We will use results from comonad theory.

Suppose that the comparison functor \( \Phi : \mathcal{D}(S) \to \mathcal{D}(X)_{T_p} \) is an equivalence, then it is fully faithful and due to Corollary 3.10.2 the map \( O_S \to R_p p^* O_S = R_p O_X \) is a split embedding. The converse follows from the Corollary 3.11. Indeed, the category \( \mathcal{D}(S) \) is Karoubian complete. By the projection formula, for any \( H \in \mathcal{D}(S) \) the natural morphism \( H \to R_p p^* H \cong H \otimes^L R_p O_X \) has the form \( H \otimes^L (O_S \to R_p O_X) \). Consequently, the morphism of functors \( \text{Id} \to R_p p^* \) is split if the map \( O_S \to R_p O_X \) is split.

Now suppose that the functor

\[ \Phi : \mathcal{D}(S) \to \mathcal{D}(X)_{T_p} \]

is an equivalence. Denote by \( \mathcal{D}^b_{\text{coh}}(X)_{T_p} \) and \( \mathcal{D}^\text{perf}(X)_{T_p} \) the comonad descent categories associated with the subcategories \( \mathcal{D}^b_{\text{coh}}(X) \subset \mathcal{D}(X) \) and \( \mathcal{D}^\text{perf}(X) \subset \mathcal{D}(X) \). As before, Corollary 5.4 implies that \( \mathcal{D}^b_{\text{coh}}(X)/p \cong \mathcal{D}^b_{\text{coh}}(X)_{T_p} \) and \( \mathcal{D}^\text{perf}(X)/p \cong \mathcal{D}^\text{perf}(X)_{T_p} \). It remains to prove that the restriction of \( \Phi \) is an equivalence between strict full subcategories \( \mathcal{D}^b_{\text{coh}}(S) \subset \mathcal{D}(S) \) and \( \mathcal{D}^b_{\text{coh}}(X)_{T_p} \subset \mathcal{D}(X)_{T_p} \). According to Lemma 5.5 the restriction of \( \Phi \) is an equivalence between \( (p^*)^{-1}(\mathcal{D}^b_{\text{coh}}(X)) \) and \( \mathcal{D}^b_{\text{coh}}(X)_{T_p} \). So we need to check that for any \( H \in \mathcal{D}(S) \) the complex \( p^* H \) is in \( \mathcal{D}^b_{\text{coh}}(X) \) if and only if \( H \) is in \( \mathcal{D}^b_{\text{coh}}(S) \). This follows from Lemma 4.3 below and the exactness of the functor \( p^* \).
Arguing in the same manner in the case of perfect complexes we need to show that $(p^*)^{-1}(\mathcal{D}^{\text{perf}}(X)) = \mathcal{D}^{\text{perf}}(S)$. Evidently, the pull-back of a perfect complex is a perfect complex. Let us check that the converse is true. First, we reduce to the case of schemes.

Choose a covering $f: U \to S$ of a stack $S$ by a scheme. The morphism $p$ is representable, hence the map $f': U' = U \times_S X \to X$ is also a covering by a scheme. By definition, an object $H \in \mathcal{D}(S)$ is a perfect complex on $S$ if and only if $f^*H$ is a perfect complex on $U$, the same is true for $f': U' \to X$. Perfect complexes on a scheme $U$ are precisely compact objects in the category $\mathcal{D}(U)$ (see [5, 3.1.1]), the same is true for $U'$. Thus we need to show that for a morphism of schemes $p': U' \to U$ an object $H \in \mathcal{D}(U)$ is compact if the object $p'^*H$ is compact in $\mathcal{D}(U')$.

Suppose $H \in \mathcal{D}(U)$ and $p'^*H$ is compact in $\mathcal{D}(U')$. Let $(F_\alpha)$ be an arbitrary family of objects in $\mathcal{D}(U)$. Consider the following commutative diagram

\[
\begin{array}{ccc}
\bigoplus \text{Hom}(H, F_\alpha) & \longrightarrow & \bigoplus \text{Hom}(H, Rp'_*p'^*F_\alpha) \\
\downarrow & & \downarrow \\
\text{Hom}(H, \bigoplus F_\alpha) & \longrightarrow & \text{Hom}(F, Rp'_*p'^*(\bigoplus F_\alpha)).
\end{array}
\]

Note that the sheaf $\mathcal{O}_U$ is a direct summand in $Rp'_*\mathcal{O}_{U'}$ (see Proposition 8.3), therefore the functor $\text{Id}_{\mathcal{D}(U)}$ is a direct summand in $Rp'_*p'^*$. We conclude that the left column in (6) is a direct summand of the right column. Let us show that the morphism in the right column is an isomorphism. We have:

\[
\begin{align*}
\bigoplus \text{Hom}(H, Rp'_*p'^*F_\alpha) &= \bigoplus \text{Hom}(p'^*H, p'^*F_\alpha) & \text{by adjunction} \\
&= \text{Hom} \left( p'^*H, \bigoplus p'^*F_\alpha \right) & \text{because } p'^*H \text{ is compact} \\
&= \text{Hom} \left( p'^*H, p'^* \left( \bigoplus F_\alpha \right) \right) & \text{because } p'^* \text{ commutes with } \bigoplus \\
&= \text{Hom} \left( H, Rp'_*p'^* \left( \bigoplus F_\alpha \right) \right) & \text{by adjunction.}
\end{align*}
\]

So the left column in (6) is also an isomorphism, and $H$ is a compact object of $\mathcal{D}(U)$.

Lemma 7.5. Let $X, S$ and $p$ be as in Theorem 7.3. Suppose that the functor $\Phi: \text{qcoh}(S) \to \text{qcoh}(X)_{\mathcal{T}_p}$ is an equivalence. If $H$ is a quasi-coherent sheaf on $S$ and the sheaf $p^*H$ is coherent then $H$ is also coherent.

Proof. By [12, prop. 15.4], the sheaf $H$ is a union of its coherent subsheaves. If $H$ is not coherent then one can choose a strictly monotonous sequence $H_1 \to H_2 \to H_3 \to \ldots$ of coherent subsheaves in $H$. Since $\Phi$ is an equivalence, the sequence $p^*H_i$ of subsheaves in $p^*H$ is also strictly monotonous. But the stack $X$ is Noetherian and the sheaf $p^*H$ is coherent, that gives a contradiction.

8. SCDT morphisms

Let $p: X \to S$ be a flat morphism. Theorem 7.3 shows that the splitting of the map $\mathcal{O}_S \to Rp_*\mathcal{O}_X$ is a criterion for the derived category of $S$ to be equivalent to the descent category associated with the morphism $p$. Therefore the above property is of some interest.
**Definition 8.1.** We say that the morphism of schemes or stacks \( p: X \to S \) is SCDT, if \( p \) is flat and the natural morphism \( \mathcal{O}_S \to Rp_*\mathcal{O}_X \) is an embedding of a direct summand in the category of sheaves of \( \mathcal{O}_S \)-modules. SCDT stands for “strictly cohomological descent type”.

In this section we collect some facts about SCDT morphisms and some sufficient conditions for a morphism to be SCDT. Recall that a functor \( \Phi \) is said to be faithful if for any pair of objects \( A, B \) the induced mapping

\[
\text{Hom}(A, B) \to \text{Hom}(\Phi(A), \Phi(B))
\]

is injective.

**Lemma 8.2.** Let \( X \) and \( S \) be stacks satisfying Assumption \( (\dagger) \), and \( p: X \to S \) be a flat morphism. Then \( p \) is SCDT iff the functor \( p^*: \mathcal{D}(S) \to \mathcal{D}(X) \) is faithful.

**Proof.** Suppose \( p \) is SCDT. By the projection formula, the functor \( \text{Id}: \mathcal{D}(S) \to \mathcal{D}(S) \) is a direct summand of the functor \( Rp_*p^* \). Therefore, \( Rp_*p^* \) does not vanish on morphisms, so neither does \( p^* \).

Suppose \( p^* \) is faithful. Consider the distinguished triangle \( \mathcal{O}_S \to Rp_*\mathcal{O}_X \to K \overset{f}{\to} \mathcal{O}_S[1] \). Let us check that \( f = 0 \). Applying \( p^* \) to this triangle we obtain \( p^*Rp_*p^*\mathcal{O}_S \to p^*K \overset{p^*f}{\to} p^*\mathcal{O}_S[1] \). Adjunction properties of \( p^* \) and \( Rp_* \) imply that the latter triangle splits, so \( p^*f = 0 \). But since \( p^* \) is faithful, we have \( f = 0 \).

**Proposition 8.3.** Let \( S, S', X, Y \) be stacks satisfying Assumption \( (\dagger) \).

1. If morphisms \( q: Y \to X \) and \( p: X \to S \) are SCDT then \( p \circ q \) is also SCDT. If \( p \) is flat and \( p \circ q \) is SCDT then \( p \) is also SCDT. If \( q \) is SCDT and \( p \circ q \) is flat then \( p \) is also flat.
2. SCDT property is stable under base change: if a morphism \( p: X \to S \) is SCDT, and \( s: S' \to S \) is a base change, then the morphism \( p': X' = X \times_S S' \to S' \) is also SCDT.
3. If, in addition, the base change morphism is SCDT then \( p \) and \( p' \) are simultaneously SCDT (or not SCDT).
4. Let \( k \subset K \) be a field extension. The morphism \( p: X \to S \) of stacks over \( k \) is SCDT if and only if the morphism \( p': X \times_k K \to S \times_k K \) is SCDT.

**Proof.** The first statement in 1 is trivial. Let us prove the second. The composition of natural morphisms

\[
\mathcal{O}_S \overset{\eta_p}{\to} Rp_*\mathcal{O}_X \overset{Rp_*\eta_q}{\to} Rp_*Rq_*\mathcal{O}_Y
\]

splits, let \( \sigma: Rp_*Rq_*\mathcal{O}_Y \to \mathcal{O}_S \) be a splitting morphism. Then \( \sigma \circ Rq_*\eta_q \) is a splitting morphism for \( \eta_p \). Let us prove the third statement. For this we need to check that the functor \( p^*: \text{qcoh}(S) \to \text{qcoh}(X) \) is exact. Suppose \( H_1 \to H_2 \to H_3 \) is an exact sequence of quasi-coherent sheaves on \( S \), and \( F \) is a middle term cohomology of the sequence \( p^*H_1 \to p^*H_2 \to p^*H_3 \). Since the functors \( q^* \) and \((p \circ q)^* \) are exact, we have \( q^*F = 0 \). Since \( q \) is SCDT, we conclude that \( F = 0 \).

Part 2 follows from the flat base change formula (see [10, 2.4]): \( Rp_*\mathcal{O}_X = s^*Rp_*\mathcal{O}_X \), part 3 follows from 1 and 2, part 4 follows from 3.

**Proposition 8.4.** A finite flat morphism \( p: X \to S \) of quasi-compact quasi-separated schemes over a field of zero characteristic is SCDT.
Proof. Since $p$ is affine, we have $Rp_*\mathcal{O}_X = p_*\mathcal{O}_X$ (higher direct images vanish). Denote the quotient $p_*\mathcal{O}_X/\mathcal{O}_S$ by $C$. Let us demonstrate that the extension $0 \to \mathcal{O}_S \to p_*\mathcal{O}_X \to C \to 0$ splits. Tensoring it by $p_*\mathcal{O}_X$, one obtains a split extension. Indeed, the mapping $p_*\mathcal{O}_X \to p_*\mathcal{O}_X \otimes p_*\mathcal{O}_X$ splits, an inverse mapping is given by multiplication in the sheaf $p_*\mathcal{O}_X$ of $\mathcal{O}_S$-algebras. The morphism $p$ is finite and flat, hence the sheaf $E = p_*\mathcal{O}_X$ is a vector bundle on $S$. Tensoring by $E$ induces a mapping

$$\sigma: \text{Ext}^1(C, \mathcal{O}_S) \to \text{Ext}^1(C \otimes E, \mathcal{O}_S \otimes E) = \text{Ext}^1(C, \mathcal{E}\text{nd}(E)).$$

One can check that $\sigma$ is a monomorphism: the left inverse to $\sigma$ is given by the trace $\mathcal{E}\text{nd}(E) \to \mathcal{O}_S$:

$$\text{Ext}^1(C, \mathcal{E}\text{nd}(E)) \xrightarrow{\text{trace}(\sigma)} \text{Ext}^1(C, \mathcal{O}_S).$$

We say that a morphism $p: X \to S$ has a multi-section if there is a subscheme $Y \subset X$ such that the restriction $p|_Y$ is a finite morphism $Y \to S$. If such a subscheme $Y$ can be chosen to be flat over $S$ then $p$ is said to have a flat multi-section.

Corollary 8.5. Assume that a flat morphism $p: X \to S$ of quasi-compact quasi-separated schemes over a field of characteristic zero has a flat multi-section. Then $p$ is SCDT.

Proof. Follows from Proposition 8.4 and Proposition 8.3.1.

Proposition 8.6. Let $p: X \to S$ be a smooth projective morphism of smooth schemes over a field of zero characteristic. Then $p$ is SCDT.

Proof. By a result of Deligne [6, th. 6.1], the complex $Rp_*\mathcal{O}_X$ is a direct sum of its cohomologies. Therefore $p_*\mathcal{O}_X$ (the push-forward in the abelian category of sheaves) is a direct summand of $Rp_*\mathcal{O}_X$. By [6, th. 5.5], the sheaf $p_*\mathcal{O}_X$ is a vector bundle. The arguments from the proof of Proposition 8.4 show that $\mathcal{O}_S$ is a direct summand of $p_*\mathcal{O}_X$, and hence of $Rp_*\mathcal{O}_X$.

Now we provide an example of a flat affine (and moreover, locally trivial in Zariski topology) morphism of smooth varieties over a field, which is not SCDT. The derived descent category in this example is not equivalent to the derived category of the base.

Example 8.7. Let $V$ be a vector space over a field $k$. Let $X$ be the linear group $GL(V)$, let $P \subset X$ be its parabolic subgroup. Consider the homogeneous space $S = X/P$, it is a smooth projective variety. Denote by $d$ the dimension of $S$, denote by $p$ the quotient map $X \to S$. Take two line bundles $\mathcal{L}_1 = \mathcal{O}_S$ and $\mathcal{L}_2 = \omega_S$ so that

$$\text{Hom}_{D^b_{\text{coh}}(S)}(\mathcal{L}_1, \mathcal{L}_2[d]) = \text{Ext}^d(\mathcal{L}_1, \mathcal{L}_2) \neq 0.$$ 

Applying the comparison functor, we get

$$\text{Hom}_{D^b_{\text{coh}}(X)/p}(\Phi(\mathcal{L}_1), \Phi(\mathcal{L}_2[d])) \subset \text{Hom}_{D^b_{\text{coh}}(X)}(p^*\mathcal{L}_1, p^*\mathcal{L}_2[d]) = \text{Hom}_{D^b_{\text{coh}}(X)}(\mathcal{O}_X, \mathcal{O}_X[d]) = 0,$$

because $X$ is affine and Pic $X = 0$. We conclude that the comparison functor $\Phi: D^b_{\text{coh}}(S) \to D^b_{\text{coh}}(X)/p$ is not fully faithful.

In the next example we demonstrate that the objects in the derived category of coherent sheaves cannot be defined locally in Zariski topology.
Example 8.8. Let $S$ be a scheme, let $S = \bigcup U_i$ be an affine covering of $S$. Denote $X = \bigcup U_i$, denote by $p: X \to S$ the natural map, let

$$\Phi: \mathcal{D}^b_{\text{coh}}(S) \to \mathcal{D}^b_{\text{coh}}(X)/p$$

be the comparison functor. For any coherent sheaf $F$ on $S$ and $k > 0$ we have

$$\text{Hom}_{\mathcal{D}(X)/p}(\Phi(\mathcal{O}_S), \Phi(F[k])) \subset \text{Hom}_{\mathcal{D}(X)}(\mathcal{O}_X, p^*F[k]) = \text{H}^k(X, \oplus F|_{U_i}) = 0.$$  

On the other hand, if the scheme $S$ is not affine then for some coherent sheaf $F$ and $k > 0$ one has

$$\text{Hom}_{\mathcal{D}(S)}(\mathcal{O}_S, F[k]) = \text{H}^k(S, F) \neq 0.$$

In this case the functor $\Phi$ is not an equivalence and the morphism $p$ is not SCDT.

Now we show that the comparison functor can give an equivalence between the bounded derived categories of coherent sheaves for a morphism $p: X \to S$ which is not SCDT.

Example 8.9. Let $S = \mathbb{A}^1$ be an affine line over an algebraically closed field $k$, let $P_1, P_2 \in \mathbb{A}^1$ be two different points. Let $X = (\mathbb{A}^1 \setminus P_1) \bigcup (\mathbb{A}^1 \setminus P_2)$ be a disjoint union of two punctured lines and $p: X \to S$ be the natural mapping. We claim that the comparison functor

$$\Phi: \mathcal{D}^b_{\text{coh}}(S) \to \mathcal{D}^b_{\text{coh}}(X)/p$$

is an equivalence while the morphism $\mathcal{O}_S \to Rp_*\mathcal{O}_X$ is not split and so the comparison functor

$$\mathcal{D}(S) \to \mathcal{D}(X)/p$$

is not an equivalence.

Proof. The cohomological dimension of the category $\text{coh}(\mathbb{A}^1)$ is 1, hence any object in $\mathcal{D}^b_{\text{coh}}(\mathbb{A}^1)$ is quasi-isomorphic to a direct sum of its cohomology sheaves. Further, any coherent sheaf on $\mathbb{A}^1$ is a direct sum of undecomposable sheaves of the form

$$\mathcal{O}_{\mathbb{A}^1} \quad \text{or} \quad \mathcal{O}_{rP}, P \in \mathbb{A}^1,$$

where $\mathcal{O}_{rP}$ denotes the structure sheaf of $r$-th neighborhood of a point $P$. We use the following notation

$$U_1 = \mathbb{A}^1 \setminus P_1,$$

$$U_2 = \mathbb{A}^1 \setminus P_2,$$

$$U_{12} = U_1 \cap U_2 = \mathbb{A}^1 \setminus \{P_1, P_2\}.$$  

To verify that $\Phi$ is fully faithful we check that

$$\text{Hom}_{\mathcal{D}^b_{\text{coh}}(\mathbb{A}^1)}(H_1, H_2[k]) = \text{Hom}_{\mathcal{D}^b_{\text{coh}}(X)/p}(\Phi(H_1), \Phi(H_2[k]))$$

for any undecomposable sheaves $H_1$ and $H_2$ and all $k$. For $H_1 = \mathcal{O}_{\mathbb{A}^1}$ and $k = 0$ this holds because the comparison functor for abelian categories of coherent sheaves is fully faithful, see Theorem 7.1. For $H_1 = \mathcal{O}_{\mathbb{A}^1}$ and $k \neq 0$ both sides of (7) vanish because $\mathbb{A}^1$ and $X$ are affine. Let $H_1 = \mathcal{O}_{rP}$ and $P \neq P_1, P_2$. Then we have

$$\text{Hom}_{\mathcal{D}^b_{\text{coh}}(\mathbb{A}^1)}(\mathcal{O}_{rP}, H_2[k]) = \text{Hom}_{\mathcal{D}^b_{\text{coh}}(U_{12})}(\mathcal{O}_{rP}, H_2[k]|_{U_{12}}) =$$

$$= \text{Hom}_{\mathcal{D}^b_{\text{coh}}(X)/p'}(\Phi'(\mathcal{O}_{rP}), \Phi'(H_2[k]|_{U_{12}})) = \text{Hom}_{\mathcal{D}^b_{\text{coh}}(X)/p}(\Phi(\mathcal{O}_{rP}), \Phi(H_2[k])), $$

where $p' = p|_{U_{12}}$.
where $X' = U_{12} \sqcup U_{12}$, the morphism $p' : X' \to U_{12}$ is the natural mapping and $\Phi' : D^{b}_{\text{coh}}(U_{12}) \to D^{b}_{\text{coh}}(X')/p'$ is the comparison functor. The middle equality in (8) holds because $p'$ has a section and therefore is SCDT. The last equality in (8) is checked by comparing definitions of Hom spaces in $D^{b}_{\text{coh}}(X')/p'$ and $D^{b}_{\text{coh}}(X)/p$. Finally, for $H = O_{r-P}$ and $P = P_{1}$ (or $P_{2}$), (7) is also true:

$$\text{Hom}^{r}_{D^{b}_{\text{coh}}(A^{1})}(H_{1}, H_{2}[k]) = \text{Hom}^{r}_{D^{b}_{\text{coh}}(X)}(p^{*}H_{1}, p^{*}H_{2}[k]) = \text{Hom}^{r}_{D^{b}_{\text{coh}}(X)/p}(\Phi(H_{1}), \Phi(H_{2}[k])).$$

Here the first equality holds because $p^{*}H_{1}$ is $H_{1}|_{U_{2}}$ supported on $U_{2}$ and $0$ supported on $U_{1}$. The second equality holds because $H_{1}|_{U_{12}} = 0$ and compatibility conditions are empty.

Now we check that $\Phi$ is essentially surjective. By definition, any object of the category

$$D^{b}_{\text{coh}}(X)/p = D^{b}_{\text{coh}}(U_{1} \sqcup U_{2})/p$$

is an object of the derived category $D^{b}_{\text{coh}}(X)$ equipped with gluing data. Any object in $F$ in $D^{b}_{\text{coh}}(X)$ has the form $F = F_{1} \oplus F_{2}$, where summands

$$F_{1} = \left( \bigoplus_{i} O_{U_{1}}[k_{i}] \right) \bigoplus \left( \bigoplus_{i:Q_{i} \neq P_{1}} O_{r,Q_{i}}[l_{i}] \right),$$

$$F_{2} = \left( \bigoplus_{i} O_{U_{2}}[k'_{i}] \right) \bigoplus \left( \bigoplus_{i:Q'_{i} \neq P_{2}} O_{r',Q'_{i}}[l'_{i}] \right)$$

are shifts of sheaves supported on $U_{1} \subset X$ and $U_{2} \subset X$ respectively, and all sums are finite. Gluing data is an isomorphism

$$\theta : F_{1}|_{U_{12}} \xrightarrow{\sim} F_{2}|_{U_{12}}.$$ 

Since such an isomorphism exists, the sums

$$\left( \bigoplus_{i} O_{U_{12}}[k_{i}] \right) \bigoplus \left( \bigoplus_{i:Q_{i} \neq P_{1}, P_{2}} O_{r,Q_{i}}[l_{i}] \right),$$

$$\left( \bigoplus_{i} O_{U_{12}}[k'_{i}] \right) \bigoplus \left( \bigoplus_{i:Q'_{i} \neq P_{1}, P_{2}} O_{r',Q'_{i}}[l'_{i}] \right)$$

coincide. I.e., $F_{1}$ and $F_{2}$ coincide everywhere except for the points $P_{1}$ and $P_{2}$. Therefore, for a certain object $H \in D^{b}_{\text{coh}}(A^{1})$ we have $\Phi(H) = (F, \theta)$.

On the other hand, it is easily seen that the canonical mapping $O_{S} \to Rp_{*}O_{X}$ does not split. Indeed,

$$\text{Hom}(Rp_{*}O_{X}, O_{S}) = \text{Hom}(p_{*}O_{X}, O_{S}) = \text{Hom}(O_{\mathbb{A}^{1}\backslash P_{1}} \oplus O_{\mathbb{A}^{1}\backslash P_{2}}, O_{\mathbb{A}^{1}}) = 0.$$ 

\qed

9. Derived descent theory for equivariant sheaves

Throughout this section $X$ will denote a scheme of finite type over $k$ (where $k$ is an arbitrary field), by an algebraic group $G$ we will understand a group scheme of finite type over $k$. 
Suppose an algebraic group $G$ acts on a scheme $X$. Denote by $a: G \times X \to X$ the action morphism, denote by $\mu: G \times G \to G$ the structure morphism of the group. By $p_i$ and $p_{jk}$ we will denote the projections from $G \times X$ and $G \times G \times X$ onto factors.

**Definition 9.1** (see [3]). By definition, a $G$-equivariant sheaf on $X$ is a sheaf $F$ on $X$ equipped with an isomorphism $\theta: p_{23}^*F \to a^*F$ of sheaves on $G \times X$ satisfying the cocycle condition: on $G \times G \times X$ the following equality holds

$$(1 \times a)^*\theta \circ p_{23}^*\theta = (\mu \times 1)^*\theta.$$ 

Morphisms of equivariant sheaves from $(F_1, \theta_1)$ to $(F_2, \theta_2)$ are by definition morphisms $f: F_1 \to F_2$ compatible with $\theta$, i.e. such $f$ that $\theta_2 \circ p_{23}^*f = a^*f \circ \theta_1$.

In the interesting special case of finite groups the above definition can be reformulated as follows.

**Definition 9.2.** A $G$-equivariant sheaf on $X$ is a sheaf $F$ on $X$ equipped with isomorphisms $\theta_g: F \to g^*F$ for any $g \in G$ such that $\theta_{gh} = h^*\theta_g \circ \theta_h$ for any pair $g, h \in G$. A morphism of $G$-equivariant sheaves from $(F_1, \theta_{1,g})$ to $(F_2, \theta_{2,g})$ is a morphism of sheaves $f: F_1 \to F_2$ such that for any $g \in G$ one has $\theta_{2,g} \circ f = g^*f \circ \theta_{1,g}$.

We denote the abelian category of $G$-equivariant quasi-coherent (resp/ coherent) sheaves on $X$ by $\text{qcoh}^G(X)$ (resp. by $\text{coh}^G(X)$). Consider the unbounded derived category of $G$-equivariant sheaves of $\mathcal{O}_X$-modules. Denote by $\mathcal{D}^G(X)$ its full subcategory of complexes with $G$-equivariant quasi-coherent cohomology sheaves. Denote by $\mathcal{D}_{\text{coherent}}^G(X)$ the full subcategory of $\mathcal{D}^G(X)$, formed by complexes whose cohomology sheaves are coherent and almost all equal to zero. Finally, a $G$-equivariant perfect complex on $X$ is an object of $\mathcal{D}^G(X)$, which is a perfect complex on $X$ when forgetting the equivariant structure. The category of $G$-equivariant perfect complexes on $X$ is denoted by $\mathcal{D}_{\text{perf}}^G(X)$.

One can look at the definition of an equivariant sheaf from a slightly different point of view. Consider the following simplicial scheme

$$(X/G)_\bullet = [X_0, X_1, X_2, \ldots, p_\bullet] = [X, G \times X, G \times G \times X, \ldots, p_n],$$

where morphisms $p_\bullet$ are defined as follows. For a nondecreasing mapping $f: [1, \ldots, m] \to [1, \ldots, n]$ define a morphism of schemes

$$p_f: \underbrace{G \times \ldots \times G}_{n} \times X \to \underbrace{G \times \ldots \times G}_{m} \times X$$

by the rule

$$(g_1, \ldots, g_2, x_1) \mapsto (g_{f(m)} \cdot \ldots \cdot g_{f(m-1)+1} \cdot \ldots \cdot g_{f(2)} \cdot \ldots \cdot g_{f(1)+1} \cdot g_{f(1)} \cdot \ldots \cdot g_2 x_1).$$

For small $n = m \pm 1$ and increasing $f$ the morphisms $p_\bullet$ are shown below

\[
\begin{array}{ccc}
1 \times a & & a \\
\downarrow p_{1 \times e \times p_2} & & \downarrow e \times 1 \\
G \times G \times X & \xrightarrow{\mu \times 1} & G \times X \\
\downarrow & & \downarrow p_2 \\
& \xrightarrow{e \times 1} & X.
\end{array}
\]

Consider the descent category

$$(10) \quad \text{Kern}([\text{qcoh}(X), \text{qcoh}(G \times X), \text{qcoh}(G \times G \times X), \ldots, p_\bullet^*]),$$
associated with the cosimplicial category formed by categories of sheaves on schemes \( X_i = G^{\times i} \times X \) and pull-back functors. A comparison of Definitions 2.3 and 9.1 shows that the category (10) is equivalent to the category of \( G \)-equivariant quasi-coherent sheaves on \( X \), see also [7, 6.1.2b].

For any morphism of stacks \( p: X \to S \) we considered in section 7 an augmented simplicial stack, formed by fibred products

\[
(X \to S)_\bullet = [S, X, X \times_S X, X \times_S X \times_S X, \ldots, p_*].
\]

It is interesting that the cosimplicial scheme (9) has the same form if one takes as \( p \) the canonical mapping from a scheme \( X \) to the quotient stack \( X//G \), which is the quotient of the scheme \( X \) by the action of the group \( G \). Definition and basic properties of the stack \( X//G \) can be found in [12, 1.3.2 and 4.14.1.1]. Under hypotheses of this section \( X//G \) is an algebraic stack of finite type over \( k \). The morphism \( p \) is strictly flat, hence by Theorem 7.1 quasi-coherent sheaves on the stack \( X//G \) can be defined locally with respect to the covering \( p \), see also [12, 6.23]. In other words,

\[
\text{qcoh}(X//G) = \text{Kern}([\text{qcoh}(X), \text{qcoh}(X \times_{X//G} X), \text{qcoh}(X \times_{X//G} X \times_{X//G} X), \ldots, p_*]) = \\
= \text{Kern}([\text{qcoh}(X), \text{qcoh}(G \times X), \text{qcoh}(G \times G \times X), \ldots, p_*]) = \text{qcoh}^G(X).
\]

That is, sheaves on \( X//G \) are \( G \)-equivariant sheaves on \( X \). This fact allows to use the language of stacks for working with equivariant sheaves. Note that the categories \( D^G(X), D^{b,G}_{\text{coh}}(X) \) and \( D^{b,G}_{\text{perf}}(X) \) coincide with corresponding versions of derived categories of sheaves on the stack \( X//G \). Also note that if the scheme \( X \) (and hence, the stack \( X//G \), see [1, lemma 2.1]) is semi-separated, the category \( D^{b,G}_{\text{coh}}(X) \) is equivalent to the bounded derived category \( D^b(\text{coh}^G(X)) \) of equivariant sheaves on \( X \).

We are interested in the following question: when an object of the derived category of sheaves on \( X \) plus an action of \( G \) on this object determine an object of the derived category of \( G \)-equivariant sheaves? To be precise, when the category \( D^G(X) \) is equivalent to the descent category \( \text{Kern} \), associated with the cosimplicial category

\[
[D(X), D(G \times X), D(G \times G \times X), \ldots, Lp_*]?
\]

As we remarked above, the category (11) has the form

\[
[D(X), D(X \times_S X), D(X \times_S X \times_S X), \ldots, Lp_*],
\]

for the morphism of stacks \( p: X \to S = X//G \), thus the results of Section 7 can be applied. Below we answer the question.

Since we are going to deal with infinite dimensional representations of algebraic groups, we recall some relevant notions.

**Definition 9.3.** Let \( G \) be an algebraic group over a field \( k \). A (rational) linear representation of \( G \) over \( k \) can be defined in any of the following ways (see [16, ch. 1, §1]):

1. as inductive limit of finite dimensional representations of \( G \) over \( k \);
2. as an object of the descent category (see Definitions 2.3 and 4.1) for the morphisms of stacks \( p: \text{Spec} \, k \to (\text{Spec} \, k)//G \);
3. as a \( G \)-equivariant sheaf on \( \text{Spec} \, k \);
4. as a comodule over the coalgebra \( k[G] = \Gamma(G, \mathcal{O}_G) \) (this definition is suitable only for affine group schemes).
All representations in the sequel are supposed to be rational.

**Definition 9.4.** An algebraic group \( G \) over \( k \) is called *linearly reductive* (see [16, def. 1.4]) if the category of finite dimensional representations (or, equivalently, of all representations) of \( G \) over \( k \) is semisimple.

Denote the category of all rational (resp. of finite dimensional rational) linear representations of \( G \) by \( \text{Rep}(G) \) (resp. by \( \text{rep}(G) \)).

**Proposition 9.5.** Let \( G \) be a group scheme of finite type over \( k \). Then the following conditions are equivalent:

1. \( G \) is linearly reductive;
2. the natural homomorphism \( k \to k[\mathbb{G}] \) is an embedding of a direct summand in the category \( \text{Rep}(G) \);
3. the comparison functor \( \Phi \) is an equivalence between derived categories \( D^b(\text{rep}(G)) \) and \( D^b(k-\text{mod})/p \);

If, in addition, the group scheme \( G \) is affine and smooth over \( k \), then conditions 1-3 are equivalent to the following

4. for \( \text{char } k = l > 0 \): the connected component of identity \( G_0 \subset G \) is a diagonalizable torus \( (\mathbb{G}_m)^r \) and the order of the finite group \( G/G_0 \) is co-prime to \( l \); for \( \text{char } k = 0 \): \( G \) is reductive.

**Proof.**

1. \( \Rightarrow \) 2: by definition.

2. \( \Rightarrow \) 3: follows from Theorem 7.3 applied to the morphism of stacks \( p: X \to S \) where \( X = \text{Spec } k, S = (\text{Spec } k)/G, \) and \( p \) is the canonical morphism. Since the category \( \text{qcoh}(S) = \text{Rep}(G) \) is semisimple, the sheaf \( p_*\mathcal{O}_X = H^0(Rp_*\mathcal{O}_X) = k[G] \) is a direct summand in the complex \( Rp_*\mathcal{O}_X \). And homomorphism \( \mathcal{O}_S \to p_*\mathcal{O}_X \) is the natural embedding of representations \( k \to k[G] \), which splits by condition 2.

2. \( \Rightarrow \) 1: Let \( f: U \to V \) be arbitrary embedding of representations of \( G \). Let us prove that \( f \) has a left inverse mapping. Consider the commutative diagram

\[
\begin{array}{ccc}
U & \xrightarrow{f} & V \\
\downarrow \eta_U & & \downarrow \eta_V \\
p_*p^*U & \xrightarrow{p_*p^*f} & p_*p^*V
\end{array}
\]

of quasi-coherent sheaves on \( S \) (i.e., of representations of \( G \)). By a projection formula, the morphism \( \eta_U \) has the form \( U \otimes (\mathcal{O}_S \to p_*\mathcal{O}_X) \) and is split by assumption. The morphism \( p^*f \) is an embedding of vector spaces. Since it is split, the morphism \( p_*p^*f \) is also split. Consequently, the composition \( \eta_V \circ f \) splits, and so does \( f \).

3. \( \Rightarrow \) 1: We need to prove that \( \text{Ext}^1_{\text{rep}(G)}(V, V') = 0 \) for any \( V, V' \in \text{rep}(G) \). By our assumption on the comparison functor, we have

\[
\text{Ext}^1_{\text{rep}(G)}(V, V') = \text{Hom}_{D^b(\text{rep}(G))}(V, V'[1]) = \text{Hom}_{D^b(k-\text{mod})/p}(\phi(V), \phi(V'[1])) \subset \text{Hom}_{D^b(k-\text{mod})}(V, V'[1]) = 0.
\]

1. \( \iff \) 4: this characterization is a result by M. Nagata [17]. \( \square \)
Introduce the following notation:

\[ D(X)^G = \operatorname{Kern}([D(X), D(G \times X), \ldots, Lp^\ast]), \]
\[ D_{\text{perf}}(X)^G = \operatorname{Kern}([D_{\text{perf}}(X), D_{\text{perf}}(G \times X), \ldots, Lp^\ast]), \]
\[ D_{\text{coh}}(X)^G = \operatorname{Kern}([D_{\text{coh}}(X), D_{\text{coh}}(G \times X), \ldots, Lp^\ast]). \]

**Theorem 9.6.** Let \( G \) be a group scheme of finite type over a field \( k \), acting on a scheme \( X \) of finite type over \( k \). Suppose \( G \) is linearly reductive. Then the following categories are equivalent:

\[ D^G(X) \cong D(X)^G, \quad D_{\text{perf}}(X)^G \cong D_{\text{perf}}(X)^G, \quad D_{\text{coh}}^G(X) \cong D_{\text{coh}}^G(X). \]

**Proof.** All statements follow from Theorem 7.3 applied to the canonical morphism of stacks \( X \twoheadrightarrow X // G \). To verify that \( p \) is SCDT, consider the Cartesian square of stacks:

\[
\begin{array}{ccc}
X & \rightarrow & pt \\
\downarrow p & & \downarrow t \\
X // G & \twoheadrightarrow & pt // G.
\end{array}
\]

The morphism \( \mathcal{O}_{pt // G} \to R_t t^* \mathcal{O}_{pt // G} \) is a canonical morphism \( k \to k[G] \) of representations of the group \( G \). Since \( G \) is linearly reductive, this morphism splits, and so \( t \) is SCDT. By Proposition 8.3.2, the morphism \( p \) is also SCDT. \( \square \)

**Corollary 9.7.** Categories from the above theorem are equivalent if \( G \) is a reductive group over an algebraically closed field of zero characteristic or if \( G \) is a finite group and the characteristic of \( k \) does not divide the order of \( G \).

**Proof.** Under both assumptions the group \( G \) is linearly reductive, see Proposition 9.5. \( \square \)

**Remark 9.8.** Suppose that the group \( G \) is finite. By definition, an object of the descent category \( D(X)^G \) is an object \( F \in D(X) \), equipped with isomorphisms \( \theta_g : F \xrightarrow{\sim} g^* F \) for any \( g \in G \) such that \( g^* \theta_h \circ \theta_g = \theta_{hg} \). In other words, an object of \( D(X)^G \) is an object of \( D(X) \) with an action of the group \( G \) on it.

If the group \( G \) is not linearly reductive, the statement of Theorem 9.6 may be false.

**Example 9.9.** Let \( V \) be a vector space, take \( X = GL(V) \) and let \( G = P \) be a parabolic subgroup in \( GL(V) \), then \( G \) acts on \( X \) by shifts. This action is free, so there is an equivalence \( D_{\text{coh}}^G(X) \cong D^b(\text{coh}^G(X)) \cong D^b(\text{coh}(S)) \cong D_{\text{coh}}^b(S) \) where the quotient \( S = GL(V) / P \) is a homogeneous space. We are in the situation of Example 8.7, therefore the comparison functor is not an equivalence.
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