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Background 

Definition 

Ensemble classification - aggregation of predictions of 

multiple classifiers in order to obtain better predictive 

performance 

Notion variation   

•   Ensemble 

 classification 

 algorithm 

•   Multiple classifier  

 system 

•   Committee machine 

•    Meta-algorithm 

Model 1 

Data 

… 

Combined  

model 
Model 2 

Model N 
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Condorcet jury theorem 

The Condorcet jury theorem («the wisdom of the crowd», 1785) 

If a population makes a group decision and each voter most likely votes 

correctly, then adding more voters increases the probability that the 

majority decision is correct. 
 

Cl1 
70% 

Combined 
83.7% 

Cl2 
70% 

Cl3 
70% 

Cl4 
70% 

Cl5 
70% 

𝐴𝑐𝑐𝑐𝑜𝑚𝑏 = С5
3(0.7)3(0.3)2 + С5

4(0.7)40.3 + С5
5(0.7)5= 0.837 

In case of 100 independent classifiers 𝐴𝑐𝑐𝑐𝑜𝑚𝑏 = 0.999 
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Well-known techniques 

Popular ensemble learning algorithms  

 

• Bagging (bootstrap aggregation) – training different classifiers on 

multiple random samples of the initial training set. 

• Boosting – iterative building of a succession of models, each one 

being trained on a data set in which points misclassified by the 

previous model are given more weight. 

• Stack generalization (stacking) – combining (maybe non-linearly) 

base classifiers of different types according to their cross-validation 

performance. 

• Random forests – bagging trees + random split selection. 

• Random subspace method (RSM)  - training learning machines on 

randomly chosen subspaces of the original input space (i.e. the 

training set is sampled in the feature space). 
 



Higher School of Economics, Moscow, 2014 

RMCS basics  

Intuition 

A classifier is likely to classify an object correctly if it 

predicts the labels of similar objects correctly.  

Then this classifier is “recommended” to the object.  
 

Scheme 
 SVM 

kNN 

NN 

Training 

set 

Validation 

set 

SVM kNN NN 

1 X X 

2 X X 

… … … … 

𝑵𝒗𝒂𝒍 X X 

Test 

set 

Object Recommended 
classifier 

1 NN 

2 SVM 

… 

𝑵𝒕𝒆𝒔𝒕 kNN 
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A toy example 

G\M 𝒎𝟏 𝒎𝟐 𝒎𝟑 𝒎𝟒 Label 

1 X X X 1 

2 X X 1 

3 X X 0 

4 X X X 1 

5 X X X 1 

6 X X X 0 

7 X X X 1 

8 X X 0 

9 X X X X ? 

10 X X ? 

G\Cl Cl1 cl2 cl3 cl4 

1 X X X 

2 X X 

3 X X 

4 X X 

5 X X 

6 X X X 

7 X X 

8 X X X 

A toy dataset 

 
 

Classification context 
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A toy example (2) 

Concept lattice of  

the classification context 

“Top” concepts 

 

(G, {}) 

({1,3,5,6},{cl1}) 

({2,4,5,6,7,8},{cl2}) 

({1,2,4,8},{cl3}) 

({1,3,6,7,8},{cl4})  

𝑮𝒕𝒆𝒔𝒕 \  𝑮𝒗𝒂𝒍 𝟏𝒔𝒕 neighbor 𝟐𝒏𝒅 neighbor 𝟑𝒓𝒅 neighbor Recommended classifier 

9 4 5 7 cl2 

10 1 6 8 cl4 
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Distance metrics 

Distance metrics: 

• Minkowski distance: 𝑑(𝑥, 𝑦)  =  ( |𝑥𝑖 − 𝑦𝑖|
𝑝𝑛

𝑖=1 )1/𝑝 

•  for p = 2: Euclidean, for p = 1: Manhattan. 

• Hamming distance: 𝑑(𝑥, 𝑦)  =  
1

𝑛
 (𝑥𝑖 == 𝑦𝑖
𝑛
𝑖=1 ) 

• Others: Jaccard, Chebyshev, cosine distance and so on.  

• Weighted Hamming distance:  𝑑(𝑥, 𝑦)  =  
1

𝑛
 𝑤𝑖(𝑥𝑖 == 𝑦𝑖
𝑛
𝑖=1 ), 

 𝑤𝑖 - weight of 𝑖𝑡ℎ attribute.  

 Here we use IG-based (Information Gain) attribute weight. 
 

Information gain:   𝐼𝐺(𝑂, 𝑎, 𝑤)  =  𝐻(𝑂,𝑤)  −  
|𝑂𝑖|

|𝑂|
𝑣
𝑖=1 𝐻(𝑂𝑖, 𝑤) 

 

 

 
 

𝑂 is a set of objects  

𝑤 is the target property 

𝑎 is an attribute 
 

𝑂𝑖 is a set of objects which have the 𝑖𝑡ℎ  value  

 of the attribute 𝑎   

𝑣 is the number of different values of the attribute 𝑎 

𝐻 is entropy 
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What it is not 

To be classified 

RMCS is not kNN 

decision 

boundary 2 

decision 

boundary 1 

decision 

boundary 3 
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Experiments 

Dataset SVM 
with 

RBF kernel 

(C=103, 
γ=0.02) 

Logit 
(C=103) 

kNN 
(minkow
ski, 
p=1, 
k=5) 

RMCS 
(k=5, 
n_folds=10) 

Bagging  

SVM 
50 

estimators 

(C=103, 
γ=0.02) 
 

AdaBoost 
on decision 

stumps 

100 

iterations 

 

Mushrooms 0.998 
0.16 sec. 

0.999 
0.16 sec. 

0.989 
0.012 s. 

0.999 
29.45 sec. 

0.999 
3.54 sec. 

0.998 
49.56 sec. 

Ionosphere 0.906 
4.3*10−3 sec. 

0.868 
10−2 sec. 

0.887 
8*10−4 s 

0.9 
3.63 sec. 

0.925 
0.23 sec. 

0.934 
31.97 sec. 

Digits 0.937 
2.4 sec. 

0.87 
0.3 sec. 

0.847 
0.03 sec. 

0.951 
580.4 sec. 

0.927 
85.17 sec.  

0.921 
2484 sec.  

UCI datasets – mushrooms, ionosphere, and hand-written digits 

(archive.ics.uci.edu/ml/datasets),  

Scikit implementation of base learners (www.scikit-learn.org) 

archive.ics.uci.edu/ml/datasets
http://www.scikit-learn.org/
http://www.scikit-learn.org/
http://www.scikit-learn.org/
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Further work 

The directions for further work on RMCS: 

• exploring the impact of different distance metrics (such as the one 

based on attribute importance or information gain) on the algorithm's 

performance 

• experimenting with various types of base classifiers 

• investigating the conditions preferable for RMCS (in particular, when 

it outperforms bagging and boosting), 

• improving execution time of the algorithm 

• analyzing RMCS's overfitting 
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