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3) Cameron, Trivedy, Microeconometrics using STATA

1.3.2 Medical expenditures with one endogenous regressor

We consider a model with one endogenous regressor, several exogenous regressors, and
one or more excluded exogenous variables that serve as the identifying instruments.

The dataset is an extract from the Medical Expenditure Panel Survey (MEPS) of
individuals over the age of 65 years, similar to the dataset described in section 3.2.1.
The equation to be estimated has the dependent variable ldrugexp, the log of total
out-of-pocket expenditures on prescribed medications. The regressors are an indicator
for whether the individual holds either employer or union-sponscred health insurance
{(hi_empunion), number of chronic conditions (totchr ), and four sociodemographic vari-
ables age in years (age), indicators for whether female (female) and whether black or
Hispanic (blhisp), and the natural logarithm of annual household income in thousands
of dollars (1ine).

We treat the health insurance variable hi_empunion as endogenous The intuitive
justification is that having such supplementary insurance on top of the near universal
Medicare insurance tor the elderly may be a choice vardable. Even though most mdi-
viduals in the sample are no longer working, those who expected high future medical
expenses might have been more likely to choose a job when they were working that
would provide supplementary health msurance upon retirement. Note that Medicare
did not cover drug expenses for the time period we study.

We use the global macro x21ist to store the names of the variables that are treated
as exogenous regressors. We hawe
. * Read data, define global x2list, and summarize data
. use muslbdat a.dta
- global x21izt totchr age female blhkizp linc
- summarize ldrugexp hi_empunion $x2list .
Variable .l Obs Hean Std. Daw. Hin Hax

ldrugaxp 103931 6. 475668 1. 363335 0 10.18017
bi_empuniaon 10391 . 3786555 AB53245 1) 1
totchr 10351 1.8607T45 1.290131 1] g

aga 10351 T75.04638 6. 69368 63 a1

femala 10351 5787325 L4936256 1) i
blhisp 10391 - Lr33sT .3AT559491 1] 1

linc 10085 2.743275 .59131433 =6.8077T55  5.744476




6.3.3 Awvailable instruments

We consider four potential instruments for hi_empunion. Two reflect the income status
of the individual and two are based on employer characteristics

The ssiratio instrument is the ratio of an individual's social security income to the
individuals income from all sources, with high wvalues indicating a significant income
constraint. The lowincome instrument is a qualitative indicator of low-income status.
Both these instruments are likely to be relevant, because they are expected to be neg-
atively correlated with having supplementary insurance. To be valid instruments, we
need tp assume they can be omitted from the equation for ldrugexp, arguing that the
direct role of income is adequately captured by the regressor line.

The firmsz instrument measures the size of the firm's employed labor force, and
the multle instrument indicates whether the firm is a large operator with multiple
locations. These variables are intended to capture whether the individual has access
to supplementary insurance through the employer. These two variables are irrelevant
for those who are retired, self-employed, or purchase insurance privately. In that sense,
these two instruments could potentially be weak.

* Summarize available instrumants
summarize ssiratio lowincome multlec firmss if linel=,

Variabla | Obs Mean Std. Dav. Min Max
ssiratio 10088 5365438 .3BTBITS 1] §9.25062
lowincoma 10089 1874319 .38027TT [} 1
oultlc 10089 J0E204TB 2412543 1] 1
firmsz 10085 .1405293 2.170389 0 50

We have four available instruments for one endogenous regressor. The obvious ap-
proach is to use all available instruments, because in theory this leads to the most
efficient estimator. In practice, it may lead to larger small-sample bias because the
small-sample biases of IV estimators increase with the mumber of instruments (Hahn
and Hausman 2002).

At a minimum, it is informative to use correlate to view the gross correlation be-
tween endogenous variables and instruments and between instruments. When multiple
instruments are available, as in the case of overidentified models, then it is actually the
partial correlation after controlling for other available instruments that matters. This
important step is deferred to sections 6.4.2 and 6.4.3.



6.3.4 IV estimation of an exactly identified model

We begin with IV regression of ldrugexp on the endogenous regressor hi_empunion,
imstrumented by the single instrument ssiratio, and several exogenous regressors.

We use ivregress with the 2sls estimator and the options vee{robust) to control
for heteroskedastic errors and first to provide output that additionally reports results
from the first-stage regression. The output is in two parts:

. » Iv estimation of a just-identified medel with single endof regressor
. ivregress 2sls ldrupexp (hi_empunien = sasiratic) $x2liat, vcelrobust) firat

Firast-stage regressicos

Number of obsa = 10089
F{ &, 10082) = 115.18
Pzeb > F - 0. 0000
B—aquared = 0.07T61
Adj RB-squared = 0.07T55
Root MSE = 0. 4872

Robust -
hi_empunicn Coef. Std. Err. t Paltl [85% Con#. Iaterval]
totchr 0127865 . 0035655 3.48  0.000 0056015 0198716
aga -.0086323  .000TOBT -12.18 0.000 —-.0100216 - 0072431
femala -.07T345 .0096352 -T.62 0.000 -.0823448  -.0545552
blhisp -.083E8 0123742 -5.11 0.000 -.086T4 -.0386201
line 0483837 00BE0TS T.32 0.000 OE54LT OE13456
sairatio -. 1916432 .023633% -8.11 0.000 —.23TH6TE -, 1453188
.cons 1.02858 0581387 1T.7T0 0.000 9150172 L.142844
Instrumental variables (23L8) regression Mumber of oba = 10089
Wald chi2(8) = 2000.86
Prob » chi2 = 0.0000
R-sguared = 0.08640
Root MSE = 1.3177T

Robust

ldrugexp Coef. Std. Err. z Palz! [85% Conf. Interval]
hi_smpunicn -.BaTEe13 2211288 -4.06 9.000 -1.330882 -.4841808
totche 4502655 010968 44.16 0.000 A3028 «AT0251
age -.013217T6  .00R25ETT —4.41  0.000 —.01890831 -.00T34:
female -.020406 0326114 -0.63 0.531 —.B43232 0435113
blhisp - 21T4x44 0394544 =551 0.000 -, 284832 -, 1400167
line L08TOOLE 0226358 3.4 0.000 . 0426368 . 1313668
~cons 6.TETIT 2688453 2525  0.000 B. 280243 T.31408T7

Instrumentaed: hi_empunien
Instruments: totchr age female blhisp linc ssiratie

6.3.6 Testing for regressor endogeneity

The preceding analysis treats the insurance variable, hi_empunion, as endogenous. If
instead the variable is exogenous, then the Iv estimators (Iv, 25L3, or GMM) are still
consistent, but they can be much lessefficient than the OLS estimator.

The Hausman test principle provides a way to test whether aregressor is endogenous.
If there is little difference between OLS and IV estimators, then there is no need to
instrument, and we conclude that the regressor was exogenous. If instead there is
considerable difference, then we needed to instrument and the regressor is endogenous.
The test usually compares just the coefficients of the endogenous variables. In the
case of just one potentially endogenous regressor with a coefficient denoted by 5, the
Hausman test statistic N N

By — fors)?

H= &= ==
V(v — Bovs)
is x%(1) distributed under the null hypothesis that the regressor is exogenous.



Before considering implementation of the test, we Arst obtain the OLS estimates to
compare them with the earlier Iv estimates We have

- & Obtain OLS estimates to compare with preceding IV estimates
. rogress ldrugep hi_sspuminn $x21ist, wvoo(mbost) |

Linear regression Mumber of obs = 10043
F{ &, 10082} BTE A%
Prob » F a. 0000
A==zquared &@.177a
Root Ms2 =1, 25

Robust
Ydrugnap Conf. Std. Err. t Palel [55% tonf. Inborvall
hi_ empunion ATAaaTas 025504 2.8 0.004 02285 1249814
totchr A 4Taaar J093533 4703 0.000 RN ASATAS
age = 0038258 0018aT =1.03 0.058 = D0TA264 L OO02ETE
famala OETA0SE L 025AES)L 2.3 0.123 o)l B LTS5
blhisp =_ 15130658 41264 -i.43 0.000 =_2182mM3 =08440232
linc OWaE1E C01ATL2E .76 0.5 =, 0163879 TR
_COns 5851131 A8TLIAT 37.31 0.000 5.8E0TE B 155085

The OLS estimates differ substantially from the just-identfied Tv estimates given in
gection 6.34. The coefficient of hi empunion has an OLS estmate of 0074, greatly
different from the v estimate of —0.895 This is strong evidence that hi_eapunion is
endogenows. Some coefhicients of exopenous variables also change, notably, those for age
and fexale. Note also the logssin precision inusing Iv. Most notably, the standard error
of the instrumented regTessor indreases from 0026 for OLS to 0221 fo IV, an eightfold
inaease, mdicating the potential loss in efhciency due to IV estimation

The hauspan command can be used to compute Tw under the assumption that
(8 ~Bors) = (8 v) - V(B aLs): see section 12.7 5. Thisgreatly simplifi es analysis
because then all that & needed are cosfficient estimates and standard errors from sepa-
rate IV estimation (Iv, 2515, or GMM) and OLS estimation. But this assumption is too
strong It is eorrect only if fops = the fully eficient estimator under the null hypothesis
of exogeneity, an assumption that 15 valid only under the very strong assumption that
mode]l errors are mdependent and homeoskedastic. Cne possible wariation 15 o perform
an appropriate bootstrap: see section 13.4.6

The postestimation estat endogenous command implements the related Durbin-
Wuo-Hansman (DWH) test. Becauze the DWH test uses the dewice of augmented re-
gressors, it produces a robust test statistic (Davidson 2000) The essential idea is the
following. Consider the model as specified in section 6.2.1 Rewrite the structural equa-
tion (6.2) with an additional variable, vy, that is the error from the first-stage equation
(63) for y2 Then

thi = Oy + x5 + oM+,

Under the mill hypothesis that y= is exogenous, E{wiudyes ) = 0. F vy could be
observed, thenthe test of exogeneity would be the test of S p =0 in theOLS regression
of iy on v5 %, and v. Bemuse v is not directly observed, the fitted residual vector



th from the first-stage OLS regression (6.3) is instead substituted. Fo independent
homeekedastic errors, this test is asymptotically equivalent to the earlier Hansinan test
In the more realstic case of hetercekedastic errors, the test of Hy: p= 0 can still be
mplemented provided that we userobust varance estimates This test can be extenderd
to the multiple endogenous regressors case by including multiple residual vectors and
testing separately for correlation of each with the error on the structural equation.

WWe apply the test to our ecample with one potentially endogenous regressor,
hi_esmpunion, instrumented by ssiratio. Then

< = Robnst Onrbin=Wu-Ham=sman test of endogeneity implesmted by estat endogonoms=
- ivrogress 2xis ddrogexp (hi espunfon = ssiratia) Sx2list, wvoslrobust])

Instrumental wariables (25015 regrossicm Number of ocbs = 10083
Wald chi2(E) 2008 5
Prob » chil 0ma0a0
R==qnared 0.0GE0
Root MSE 1 #8177

Robust
lérugexp Coef. Std. Err. z  mlal [958 Comf. Interval]
hi_sspunfon =.H8T55913 2211268 -4.06 0.000 =1.XAMmEe - 454190
totchr AB02E85 .01 569 44.16 0.000 A3mn -1 <11

age =.0132176 00T =4.41 0.000 =.0150831 -.00T3421
femaln = 0406 .032M14 =0.63 0.531 = . g2 OEA%I1E
blh fisp = 2174244 0384544 =§_ 51 0.000 = B2 = 1500167
Ying HaTools 26356 3.84 0.000 - 426358 - 1313558
-Cons §.7ATLT . EEN45Y 25.25  0.000 g 2E24a T. 4087

Instrumented: hi_sspunfon
Imstruments:  totchr age female blhicp linc mdratio

- astat andogenoms

Tests of endogeneity
Hor variables are exogenons

Aobust mcore chil(i} = 24835 (p = 0.0000)
Robu=t mogression F{1,1008}) T 25433 {p = 0.0000)

The last line of output is the robustified] DWH test and leads to strong vejection of the
null hypothesis that hi_empunion B exogenous We condude that it is endogenous.

Wenobtain exactly the same test statistic when we manually perform the robustified
D'WH test. We have

- = Ho'tm=t Durhin=-Wo-Hansmen test of endogpneity impd ememted memmally
quietly megress hi_esponion ssiratio $x2list
. gquietly predict wihat, resid
. quintly rogress ldrogewp hi_esponfon vihat Sx@lisk, woelrobmst)
« test vlhat
{ 1} wihat = @

F{ 1, mdMm) = 26.43
Pmb» Fm . 0oaa
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3) Cameron, Trivedy, Microeconometrics using STATA

1.3.2 Medical expenditures with one endogenous regressor

We consider a model with one endogenous regressor, several exogenous regressors, and
one or more excluded exogenous variables that serve as the identifying instruments.

The dataset is an extract from the Medical Expenditure Panel Survey (MEPS) of
individuals over the age of 65 years, similar to the dataset described in section 3.2.1.
The equation to be estimated has the dependent variable ldrugexp, the log of total
out-of-pocket expenditures on prescribed medications. The regressors are an indicator
for whether the individual holds either employer or union-sponscred health insurance
{(hi_empunion), number of chronic conditions (totchr ), and four sociodemographic vari-
ables age in years (age), indicators for whether female (female) and whether black or
Hispanic (blhisp), and the natural logarithm of annual household income in thousands
of dollars (1ine).

We treat the health insurance variable hi_empunion as endogenous The intuitive
justification is that having such supplementary insurance on top of the near universal
Medicare insurance tor the elderly may be a choice vardable. Even though most mdi-
viduals in the sample are no longer working, those who expected high future medical
expenses might have been more likely to choose a job when they were working that
would provide supplementary health msurance upon retirement. Note that Medicare
did not cover drug expenses for the time period we study.

We use the global macro x21ist to store the names of the variables that are treated
as exogenous regressors. We hawe
. * Read data, define global x2list, and summarize data
. use muslbdat a.dta
- global x21izt totchr age female blhkizp linc
- summarize ldrugexp hi_empunion $x2list .
Variable .l Obs Hean Std. Daw. Hin Hax

ldrugaxp 103931 6. 475668 1. 363335 0 10.18017
bi_empuniaon 10391 . 3786555 AB53245 1) 1
totchr 10351 1.8607T45 1.290131 1] g

aga 10351 T75.04638 6. 69368 63 a1

femala 10351 5787325 L4936256 1) i
blhisp 10391 - Lr33sT .3AT559491 1] 1

linc 10085 2.743275 .59131433 =6.8077T55  5.744476




6.3.3 Awvailable instruments

We consider four potential instruments for hi_empunion. Two reflect the income status
of the individual and two are based on employer characteristics

The ssiratio instrument is the ratio of an individual's social security income to the
individuals income from all sources, with high wvalues indicating a significant income
constraint. The lowincome instrument is a qualitative indicator of low-income status.
Both these instruments are likely to be relevant, because they are expected to be neg-
atively correlated with having supplementary insurance. To be valid instruments, we
need tp assume they can be omitted from the equation for ldrugexp, arguing that the
direct role of income is adequately captured by the regressor line.

The firmsz instrument measures the size of the firm's employed labor force, and
the multle instrument indicates whether the firm is a large operator with multiple
locations. These variables are intended to capture whether the individual has access
to supplementary insurance through the employer. These two variables are irrelevant
for those who are retired, self-employed, or purchase insurance privately. In that sense,
these two instruments could potentially be weak.

* Summarize available instruments
suzmarize ssiratio lowincome multle firmss if linel=,

Variahls | Obs Mean Std. Dev. Min Max
ssiratio 10088 5365438 .3BTBITS 1] §.25062
lovincoma 10089 1874319 L29027T1 1] 1
oultlc 10089 J06204TE 2412543 1] 1
firmsz 10085 .1405293 2.170389 0 50

We have four available instruments for one endogenous regressor. The obvious ap-
proach is to use all available instruments, because in theory this leads to the most
efficient estimator. In practice, it may lead to larger small-sample bias because the
small-sample biases of IV estimators increase with the nmumber of instruments (Hahn
and Hausman 2002).

At a minimum, it is informative to use correlate to view the gross correlation be-
tween endogenous variables and instruments and between instruments. When multiple
instruments are available, as in the case of overidentified models, then it is actually the
partial correlation after controlling for other available instruments that matters. This
important step is deferred to sections 6.4.2 and 6.4.3.



6.3.4 IV estimation of an exactly identified model

We begin with IV regression of ldrugexp on the endogenous regressor hi_empunion,
imstrumented by the single instrument ssiratio, and several exogenous regressors.

We use ivregress with the 2sls estimator and the options vee{robust) to control
for heteroskedastic errors and first to provide output that additionally reports results
from the first-stage regression. The output is in two parts:

. » Iv estimation of a just-identified medel with single endof regressor
. ivregress 2sls ldrupexp (hi_empunien = sasiratic) $x2liat, vcelrobust) firat

Firast-stage regressicos

Number of obsa = 10089
F{ &, 10082) = 115.18
Pzeb > F - 0. 0000
B—aquared = 0.07T61
Adj RB-squared = 0.07T55
Root MSE = 0. 4872

Robust -
hi_empunicn Coef. Std. Err. t Paltl [85% Con#. Iaterval]
totchr 0127865 . 0035655 3.48  0.000 0056015 0198716
aga -.0086323  .000TOBT -12.18 0.000 —-.0100216 - 0072431
femala -.07T345 .0096352 -T.62 0.000 -.0823448  -.0545552
blhisp -.083E8 0123742 -5.11 0.000 -.086T4 -.0386201
line 0483837 00BE0TS T.32 0.000 OE54LT OE13456
sairatio -. 1916432 .023633% -8.11 0.000 —.23TH6TE -, 1453188
.cons 1.02858 0581387 1T.7T0 0.000 9150172 L.142844
Instrumental variables (23L8) regression Mumber of oba = 10089
Wald chi2(8) = 2000.86
Prob » chi2 = 0.0000
R-sguared = 0.08640
Root MSE = 1.3177T

Robust

ldrugexp Coef. Std. Err. z Palz! [85% Conf. Interval]
hi_smpunicn -.BaTEe13 2211288 -4.06 9.000 -1.330882 -.4841808
totche 4502655 010968 44.16 0.000 A3028 «AT0251
age -.013217T6  .00R25ETT —4.41  0.000 —.01890831 -.00T34:
female -.020406 0326114 -0.63 0.531 —.B43232 0435113
blhisp - 21T4x44 0394544 =551 0.000 -, 284832 -, 1400167
line L08TOOLE 0226358 3.4 0.000 . 0426368 . 1313668
~cons 6.TETIT 2688453 2525  0.000 B. 280243 T.31408T7

Instrumentaed: hi_empunien
Instruments: totchr age female blhisp linc ssiratie

6.3.6 Testing for regressor endogeneity

The preceding analysis treats the insurance variable, hi_empunion, as endogenous. If
instead the variable is exogenous, then the Iv estimators (Iv, 25L3, or GMM) are still
consistent, but they can be much lessefficient than the OLS estimator.

The Hausman test principle provides a way to test whether aregressor is endogenous.
If there is little difference between OLS and IV estimators, then there is no need to
instrument, and we conclude that the regressor was exogenous. If instead there is
considerable difference, then we needed to instrument and the regressor is endogenous.
The test usually compares just the coefficients of the endogenous variables. In the
case of just one potentially endogenous regressor with a coefficient denoted by 5, the
Hausman test statistic N N

By — fors)?

H= &= ==
V(v — Bovs)
is x%(1) distributed under the null hypothesis that the regressor is exogenous.



Before considering implementation of the test, we Arst obtain the OLS estimates to
compare them with the earlier Iv estimates We have

- & Obtain OLS estimates to compare with preceding IV estimates
. rogress ldrugep hi_sspuminn $x21ist, wvoo(mbost) |

Linear regression Mumber of obs = 10043
F{ &, 10082} BTE A%
Prob » F a. 0000
A==zquared &@.177a
Root Ms2 =1, 25

Robust
Ydrugnap Conf. Std. Err. t Palel [55% tonf. Inborvall
hi_ empunion ATAaaTas 025504 2.8 0.004 02285 1249814
totchr A 4Taaar J093533 4703 0.000 RN ASATAS
age = 0038258 0018aT =1.03 0.058 = D0TA264 L OO02ETE
famala OETA0SE L 025AES)L 2.3 0.123 o)l B LTS5
blhisp =_ 15130658 41264 -i.43 0.000 =_2182mM3 =08440232
linc OWaE1E C01ATL2E .76 0.5 =, 0163879 TR
_COns 5851131 A8TLIAT 37.31 0.000 5.8E0TE B 155085

The OLS estimates differ substantially from the just-identfied Tv estimates given in
gection 6.34. The coefficient of hi empunion has an OLS estmate of 0074, greatly
different from the v estimate of —0.895 This is strong evidence that hi_eapunion is
endogenows. Some coefhicients of exopenous variables also change, notably, those for age
and fexale. Note also the logssin precision inusing Iv. Most notably, the standard error
of the instrumented regTessor indreases from 0026 for OLS to 0221 fo IV, an eightfold
inaease, mdicating the potential loss in efhciency due to IV estimation

The hauspan command can be used to compute Tw under the assumption that
(8 ~Bors) = (8 v) - V(B aLs): see section 12.7 5. Thisgreatly simplifi es analysis
because then all that & needed are cosfficient estimates and standard errors from sepa-
rate IV estimation (Iv, 2515, or GMM) and OLS estimation. But this assumption is too
strong It is eorrect only if fops = the fully eficient estimator under the null hypothesis
of exogeneity, an assumption that 15 valid only under the very strong assumption that
mode]l errors are mdependent and homeoskedastic. Cne possible wariation 15 o perform
an appropriate bootstrap: see section 13.4.6

The postestimation estat endogenous command implements the related Durbin-
Wuo-Hansman (DWH) test. Becauze the DWH test uses the dewice of augmented re-
gressors, it produces a robust test statistic (Davidson 2000) The essential idea is the
following. Consider the model as specified in section 6.2.1 Rewrite the structural equa-
tion (6.2) with an additional variable, vy, that is the error from the first-stage equation
(63) for y2 Then

thi = Oy + x5 + oM+,

Under the mill hypothesis that y= is exogenous, E{wiudyes ) = 0. F vy could be
observed, thenthe test of exogeneity would be the test of S p =0 in theOLS regression
of iy on v5 %, and v. Bemuse v is not directly observed, the fitted residual vector



7y from the first-stage OLS regression (6.3) is instead substituted. For independent
homoskedastic errors, this test is asymptotically equivalent to the earlier Hausinan test.
In the more realistic case of hetercekedastic errors, the test of Hy: g = 0 can still be
mplemented provided that we userocbust varance estimates This test can be extendad
to the multiple endogenous repressors case by including multiple residual wectors and
testing separately for correlation of each with the error on the structural equation

¥Ve apply the test to our example with one potentially endogenous regress=or,
hi_empunion, instrumented by ssiratio. Then

. = Robust Durbin=Wo-Han=sanm test of andogmeity implesentad by estat endogmmons
. ivoogress 2=is Mdmgexp (bi_oszpunion = ssiratic) Sx2list, woelrobust)

Instrumental wariables (ASLS) regresciom Nosber of obs = 10085
Wald chi2(E) 2000 .G
Prob » chi? 00000
R=squared 00840
Root MSE 1 #8177
Robust
ldrugexp Coef. Std. Err. z  Pelzl [958 Comf. Intervall
hi_smpundon = 8978513 2211088 -4.06 0.000 =1. X088 = 4641908
totchr AB02688  .01Mm 989 44.16 0.000 A32a - AT REl
g =.01321T6 . 00XESTT =4.41 0.000 =.0190931 =.0073421
femala = 20406 032614 =0.63 0.831 = g2 JO4a%118
blh fsp = 2174244 0354944 =5.51 0.000 = 232 = 1800187
Ying 0870018 . 0226356 .84 0.9040 - M2E36E - 1313668
—oons 6.7871T . 2GE8453 25.25 0.000 6. 2243 7. 4087

Instroumented: hi_sspunfon
Imstruments:  totchr age female blhisp linc sxiratio

- astat andogenons

Tostxs of endogeneity
Mor variables are exogeoous

Hobust score chi2fl} = 2483% (p = 0.0000)
Robn=st megresion F{1,1008) T 6.3 (p = 0.0000)

The last line of output is the robvstified DWH test and leads to strong rejection of the
null hypothesis that hi_ezpunion E exogenous We condude that it 13 endogenous.

Weobtain exactly the same test statistic when we manually perform the robustified
DWH test. We have

. = o=t burhin=Wo-Hansmen test of odogeneity impd ewented meomal by
quietly megress hi_ssponion ssiratio Sx2list
. gquietly predict wlibhat, resid
. gquietly rogres ldrugeep hi_sspunion vihat Sx2liskt, voelrobmst)
« Etast vihat
{ 1} wlhat = 0

F{ 1, wWddm} = 2543
Fmb > F = 0.0000



3.7 Tests of overidentifying restrictions

The validity of an instrument cannot be tested in a just-identified model. But it is
possible to test the validity of overidentifying instruments in an overidentified model
provided that the parameters of the model are estimated using optimal GMM, The same
test has several names. incleding overidentifying restrictions (OIR) test, overidentified
(01D) test, Hansen's test, Sargan’s test, and Hansen-Sarpgan test.

The starting point is the fitted value of the criterion funo‘Ejnn (5.8) after optimal
GMM, ie, Q(8) = {(1/N)y - XBY2Z}S~'{(1/N)2(y — XB)}. I the population
moment conditions E{Z'(y — X3)} = 0 are correct, then Z'(y — X3) ~ 0, so Q(3)
should be close to zero. Under the null hypothesis that all instruments are valid, it can
be shown that Q(8) has an asymptotic chi-squared distribution with degrees of freedom
equal to the'number of overidentifying restrictions.

Large values of Q(3) lead to rejection of Hy: BE{Z'(y — XA)} = 0. Rejection is
interpreted as indicating that at least one of the instruments is not valid. Tests can have
power in other directions, however, as emphasized in section 3.5.5. It iz possible that
rejection of Hyp indicates that the model X3 for the conditional mean iz misspecified.
Going the other way, the test is only one of validity of the overidentifying instruments,
s0 failure to reject Hy does not guarantee that all the instruments are valid.

The test is implemented with the postestimation estat overid command following
the ivregress gmm command for an overidentified wmodel. We do so for the optimal
GMM estimator with heteroskedastic errors and instruments, ssiratio and multe. The
example below implements estat overid under the overidentifying restriction.

. * Tast of overidentifying restrictions following ivregress gmm

. quietly ivregress gud ldrugexp (hi_empunion = ssiratio multlc)
3 $x21ist, wmatrix(rabust)

, estat overid
Test of overidectifying rastrictiom:
Hansan's J chi2(1) = 1.04754 (p = 0.3061)

The test statistic is x*(1) distributed because the number of overidentifying restrictions

equals 2 —1 = 1. Because p > 0.05, we do not reject the null hypothesis and conclude
that the overidentifying restriction is valid.
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A similar test using all four available instruments yields

. * Test of overidentifying restrictions following ivregress gmm
. lvregraess gE= ldrugexp {h'.i._ampu.n'.i.un = ssiratio lowincome multlc firmsz)
» Bx21ist, tmatrix{rabust)

Instrumental variables (GMM) regression Number of obs = 10089

Wald chi2{g) = 2042.12

Prob > chi2 & 0.0000

R=-zquared = (0.0829

GM¥ weight matrix: Robust Root HSE = 1.3043
Robust

ldrugexp Cosf. Std. Err. z  Palzl [95% Conf. Interval]

bhi_empunion -.B124043 . 1846433 =&.40 0. 000 -1.1T74299 =.45051

totchr . 449488 010047 34.74 0.000 . 4297962 .4691759

age =.0124598 0027466 -4.54 0.000 =. 0178432 =.00TOTES

famale -.0104528 0306889 =0.34 0.733 =. 07060158 0496963

blhisp =.2061018 0382891 -5.38B 0.000 =, 2811471 =.1310566

linc LTIES32 02033587 3.82 0.000 . D3grag2 .1195183

-cons 6.T7126 .2425373 27.6T 0.000 6.23T118 T.188081

Instrumented: ki_empurion
Instruments: totchr age femalae blhisp linc ssiratio lowincome multle
firmsz

. astat ovarid

Test of overidentifying restrictiom:
Hansen's J ¢ki2(3) = 11.5803 (p = 0.008B9)

Now we reject the null hypothesis at level 0.05 and, barely, at level 0.01. Despite this
rejection, the coefficient of the endogenous regressor hi_empunion is —0.812, not all that
different from the estimate when ssiratio is the only instrument.

4) (Hdememes, bop3bix, 18.1)

Benmunnm X; papHOMEpHHE Ha OTpe3ske [—a;3a| m HesaBMcHMMEL EcTh
Heckonbko Habmogeani, X1 = 0.5, Xo = 0.7, X3 = —0.1.

Haminure E( X)) u E(|X;]).

[TocTpoiiTe OUEHKY MeTona MoMeHTOB, Meroabaya E(X;).

"

IlocTpoliTe OLEHKY MeToNa MoMeHTOR, nenonbaya E( [ X ).

[locTponTe oLeHKY 0DOOIIEHOTO MeTOTA MOMEHTOE HCIOIB3IYVA MO-
mentel E(X; ), E(|X}|) 1 sspemmeaonry o MaTpuiry.

20
W=
01
3. Haspgure onTHMAaNEHYI0 TEOPETHYECKY R BIESUINEAIOITY B0 MATPHITY
nna obobIMEHHOrO METOOA MOMEHTOR

6. [locTponTe gpyxImaropy o olleHEY 0bobIIEHHOTO MeTONA MOMEHTOE,
HaYas CO BaBelIMBamen Mmatpuosr W



