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Learning outcomes

ALO1:Understand the basics of machine learning technique.

ALO2: ldentify increasing areas or functions where machines
are simply better performers than humans.

ALO3:Recognize the role of human guidance in digital
transformation.

ALOA4: Investigate how machine learning could be used in a
business context



A different way of doing things

( : ate O r I e S Of A I Write a computer program Write a computer program
g with explicit rules to follow to learn from examples
if email contains V!agra some emails;
1 1 1 chapgaelise NE fto

1)Symbolists- write rule-basedsystems
and tryto symbolically solveroblems
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~_ 4) Bayeslansstatisticalmethods
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Machine learning concepts

AArtificial Intelligence
ACodedrules arerequired

AMachine learningisan Altechniguethat enables anachine
to learn using large datsets

AML allows computers to learn by themselves taking advantage of
the processing power of modegomputers

ATo solve a problem ML needs big data and computing power




ML explained byfufengGuofrom Google (10:35)

Ahttps://www.youtube.com/watch?v=HcgpanDadyQ&list=P
LIivdWyY5sqJxnwJhe3etaK7utrBiPBQ2



https://www.youtube.com/watch?v=HcqpanDadyQ&list=PLIivdWyY5sqJxnwJhe3etaK7utrBiPBQ2

Deep learning

A Deep learning is a technique BIL Al’> ML > Deep learning
A Deep learning uses neunaéts (or
networks) (NNs, or deepeuralnets
DNNs )
A Neuron® EI Bl OOAT AA
~_ weights
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Neural nets A Modeledafter neural networks in the
brain
A Basedon matching inputs t@utputs

Business implication: A Example: |
(eepneural neté 7t 15 layersieep): A Input - files of humanspeech

A the deeper thenet, the more A Output - written text of the words
’ that correspond to those sound

sophisticatedthe decisions it camake Waves

A Examples:
A decisionregarding imageaecognition
A decisionsabout lending credit

input layer

hidden layer 1 hidden layer 2
7



ML problem formulation -

AData - collection of objects

AObijects - are described by a set of observables and target
variables

AObserved variables can easily be measured for an
arbitrary object

ATarget variables- are known for a limited number of
objects (the secalled training sample)

ATask- to predict the value of target object variables from
the observedvariables
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Compute price prediction by deepearning
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Input: origin airport, destination airport, departure date, airline

Output: predict the price of a onavayticket




Training Al for price predictionby deeplearning

A Our big datahistorical data of
ticket prices. Need a very large li
of ticket prices because of the
large amount of possible airports
and departure date combinations

A Untrained Al goes through entire
data set

A Compare its outputs with data se

A Create a cost function

A When cost function=pAl is trainec
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Task:to build a service that will estimate
| priceof airline tickets
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Output: predict the price of a op&vayticket




Supervised and unsupervised learning

SUPERVISEDEARNING BUSINESSMPLICATION

A Manysamples of good, labeledata

INPUT X OUTPUT Y APPLICATION
A Alis given them as inputs and told of e R
the expected outputs S .l
A If Al gives wrong output, it readjusts /' <
its calculations iterativelyntil no P e pas o e
mistakes are made B
A 141
A Example predicting weather. Al is org e g s promari
trained on historical data. Inputs: -
e . - ERE
pressure, humidity, wind speed. 0
Outputs: temperature. -
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Supervised and unsupervised learning

SUPERVISEDRDEARNING UNSUPERVISEDEARNING
A Labelled data sets A Data sets have specified structure
A Al is given them as inputs and told of A Al is allowed to make logical
the expected outputs classifications of data
A If Al gives wrong output, it readjusts A Example Predictingbehavior for
its calculations iterativelyntil no an ecommercewebsite:
mistakes are made A Instead of learning by using labelled
. _ data set of inputs and outputs, Al
A Example predicting weather. Al is classifies the input data.Based on
trained on historical data. Inputs: this classification, it will tell which

kind of users are most likely to buy

pressure, humidity, wind speed. certain products.

Outputs: temperature.
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Al: Common Use Cases




