Special Criteria for Student Research Papers Submitted for the HSE University NIRS
Competition in Computer Science

Dear students,

So that the experts may effectively assess your paper, please make sure to format it in line with the following
criteria. Please see the outline below along with a brief description of each section.

Title Page
The title page should feature the title of your paper and its keywords (please refer to Regulation 1).

Abstract
The second page of your paper should include an abstract.

Paper classification according to ACM CCS

Please include your paper classification details on the second page under the abstract.

Examples of classification details:

ACM CSS: eSoftware and its engineering~Software creation and management~Designing
software~Software design engineering*Software and its engineering~Software organization and
properties~Contextual software domains*Applied computing~Document management and text
processing~Document management

Contents

Introduction (1-2 pages)

Please provide a short description of the subject area.

Relevance. Show that your work features a solution to a real problem.

Describe what is being researched in your paper (object of research) and which part of this object is being
analyzed (subject of research).

What is the key goal of your paper?

What objectives should be met in order to achieve your goal?

Overview of Sources
1. Description of the current situation in the subject field;
2. Comparative analysis of current analogues;
3. Selection of relevant methods/models/algorithms.
(don 't forget to provide correct links to your sources)

Main Part

Theoretical section: prove relevant theorems, describe newly designed / utilized
models/methods/algorithms;

and/or

Practical section: describe implementation / experiments and analyze generated results.

If one of the key results of your research is a software product/IT solution, you must provide a link to a
repository with its source code / execution file / information system. You may also include a link to a video
demonstrating the operation of your software product / hardware and software package / information
system.


https://www.hse.ru/mirror/pubs/share/304739392
https://dl.acm.org/ccs

Conclusion

1. Provide a list of key results generated.

2. Specify the academic innovation / practical value of your solution (each aspect of
innovation/practical value should be concisely formulated in one sentence. E.g., “... was
developed..., and it differs in that it... ”);

3. Highlight your individual contribution (e.g., “section XXX describes the author’s ideas for
modifying the algorithm”);

4. Possible applications of the generated results;

5. Areas of further research.

Bibliography

For works in English, we recommend relying on international formatting rules, e.g., IEEE or Springer:
Examples: ftp://ftp.springernature.com/cs-

proceeding/svproc/guidelines/Springer Guidelines for Authors of Proceedings.pdf.

For works in Russian: put them in alphabetical order and in line with GOST standards.

Examples:
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